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PREFACE TO THE SECOND 
SPRINGER PRINTING 

IN THE MORE THAN TWENTY YEARS SINCE THE FIRST APPEARANCE OF 

Algebraic Topology the book has met with favorable response both in its use 
as a text and as a reference. It was the first comprehensive treatment of the 
fundamentals of the subject. Its continuing acceptance attests to the fact that 
its content and organization are still as timely as when it first appeared. Accord­
ingly it has not been revised. 

Many of the proofs and concepts first presented in the book have become 
standard and are routinely incorporated in newer books on the subject. Despite 
this, Algebraic Topology remains the best complete source for the material 
which every young algebraic topologist should know. Springer-Vcrlag is to be 
commended for its willingness to keep the book in print for future topologists. 

For the current printing all of the misprints known to me have been cor­
rected and the bibliography has been updated. 

Berkeley, California 
December 1989 
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PREFACE 

THIS BOOK IS AN EXPOSITION OF THE FUNDAMENTAL IDEAS OF ALGEBRAIC 

topology. It is intended to be used both as a text and as a reference. Particular 
emphasis has been placed on naturality, and the book might well have been 
titled Functorial Topology. The reader is not assumed to have prior knowledge 
of algebraic topology, but he is assumed to know something of general topology 
and algebra and to be mathematically sophisticated. Specific prerequisite 
material is briefly summarized in the Introduction. 

Since Algebraic Topology is a text, the exposition in the earlier chapters 
is a good deal slower than in the later chapters. The reader is expected to 
develop facility for the subject as he progresses, and accordingly, the further 
he is in the book, the more he is called upon to fill in details of proofs. 
Because it is also intended as a reference, some attempt has been made to 
include basic concepts whether they are used in the book or not. As a result, 
there is more material than is usually given in courses on the subject. 

The material is organized into three main parts, each part being made up 
of three chapters. Each chapter is broken into several sections which treat 

vii 
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individual topics with some degree of thoroughness and are the basic organi­
zational units of the text. In the first three chapters the underlying theme is 
the fundamental group. This is defined in Chapter One, applied in Chapter 
Two in the study of covering spaces, and described by means of generators 
and relations in Chapter Three, where polyhedra are introduced. The concept 
of functor and its applicability to topology are stressed here to motivate 
interest in the other functors of algebraic topology. 

Chapters Four, Five, and Six are devoted to homology theory. Chapter 
Four contains the first definitions of homology, Chapter Five contains further 
algebraic concepts such as cohomology, cup products, and cohomology oper­
ations, and Chapter Six contains a study of topological manifolds. With each 
new concept introduced applications are presented to illustrate its utility. 

The last three chapters study homotopy theory. Basic facts about homo­
topy groups are considered in Chapter Seven, applications to obstruction 
theory are presented in Chapter Eight, and some computations of homotopy 
groups of spheres are given in Chapter Nine. Main emphaSiS is on the appli­
cation to geometry of the algebraic tools introduced earlier. 

There is probably more material than can be covered in a year course. 
The core of a first course in algebraic topology is Chapter Four. This contains 
elementary facts about homology theory and some of its most important 
applications. A satisfactory one-semester first course for graduate students 
can be based on the first four chapters, either omitting or treating briefly 
Secs. 5 and 6 of Chapter One, Secs. 7 and 8 of Chapter Two, Sec. 8 of 
Chapter Three, and Sec. 8 of Chapter Four. A second one-semester course 
can be based on Chapters Five, Six, Seven, and Eight or on Chapters Five, 
Seven, Eight, and Nine. For students with knowledge of homology theory and 
related algebraic concepts a course in homotopy theory based on the last 
three chapters is quite feasible. 

Each chapter is followed by a collection of exercises. These are grouped 
into sets, each set being devoted to a single topic or a few related topics. 
With few exceptions, none of the exercises is referred to in the body of the 
text or in the sequel. There are various types of exercises. Some are examples 
of the general theory developed in the preceding chapter, some treat special 
cases of general topics discussed later, and some are devoted to topicS 
not discussed in the text at all. There are routine exercises as well as more 
difficult ones, the latter frequently with hints of how to attack them. Occa­
sionally a topic related to material in the text is developed in a set of exercises 
devoted to it. 

Examples in the text are usually presented with little or no indication of 
why they have the stated properties. This is true both of examples illustrating 
new concepts and of counterexamples. The verification that an example has 
the desired properties is left to the reader as an exercise. 

The symbol - is used to denote the end of a proof. It is also used at the 
end of a statement whose proof has been given before the statement or which 
follows easily from previous results. Bibliographical references are by footnotes 
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in the text. Items in each section and in each exercise set are numbered con­
secutively in a single list. References to items in a different section are by 
triples indicating, respectively, the chapter, the section or exercise set, and the 
number of the item in the section. Thus 3.2.2 is item 2 in Sec. 2 of Chapter 
Three (and 3.2 of the Introduction is item 2 in Sec .. 3 of the Introduction). 

The idea of writing this book originated with the existence of lecture 
notes based on two courses I gave at the University of Chicago in 1955. It is 
a pleasure to acknowledge here my indebtedness to the authors of those notes, 
Guido Weiss for notes of the first course, and Edward Halpern for notes of 
the second course. In the years since then, the subject has changed substan­
tially and my plans for the book changed along with it, so that the present 
volume differs in many ways from the original notes. 

The final manuscript and galley proofs were read by Per Holm. He made 
a number of useful suggestions which led to improvements in the text. For 
his comments and for his friendly encouragement at dark moments, I am 
sincerely grateful to him. The final manuscript was typed by Mrs. Ann 
Harrington and Mrs. Ollie Cullers, to both of whom I express my thanks for 
their patience and cooperation. 

I thank the Air Force Office of Scientific Research for a grant enabling 
me to devote all my time during the academic year 1962-63 to work on this 
book. I also thank the National Science Foundation for supporting, over a 
period of years, my research activities some of which are discussed here. 

Edwin H. Spanier 
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ALGEBRAIC TOPOLOGY 



INTRODUCTION 



THE READER OF THIS BOOK IS ASSUMED TO HAVE A GRASP OF THE ELEMENTARY 

concepts of set theory, general topology, and algebra. Following are brief 
summaries of some concepts and results in these areas which are used in this 
book. Those listed explicitly are done so either because they may not be 
exactly standard or because they are of particular importance in the subse­
quent text. 

I SET THEORY' 

The terms "set," "family," and "collection" are synonyms, and the term 
"class" is reserved for an aggregate which is not assumed to be a set (for 
example, the class of all sets). If X is a set and P(x) is a statement which is 
either true or false for each element x E X, then 

1 As a general reference see P. R. Halmos, Nafve Set Theory, D. Van Nostrand Company, Inc., 
Princeton, N.J., 1960. 
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2 INTRODUCTION 

{x E X I P(x)} 

denotes the subset of X for which P(x) is true. 
If ] = {i} is a set and {Aj} is a family of sets indexed by], their union is 

denoted by U Aj (or by U jEJ Aj), their intersection is denoted by n Aj (or by 
njEJAj), their cartesian product is denoted by X Aj (or by XjEJAj), and 
their set sum (sometimes called their disioint union) is denoted by V Aj (or 
by VjEJAj) and is defined by V Aj = U (; X A j). In case] = {l,2, ... ,n}, 
we also use the notation Al U Az U ... U An, Al n Az n ... nAn, 
Al X Az X ... X An, and Al v Az v ... v An, respectively, for the union, 
intersection, cartesian product, and set sum. 

A function (or map) f from A to B is denoted by f: A ~ B. The set of all 
functions from A to B is denoted by BA. If A' C A, there is an inclusion map 
i: A' ~ A, and we use the notation i: A' C A to indicate that A' is a subset of 
A and i is the inclusion map. The inclusion map from a set A to itself is called 
the identity map of A and is denoted by lAo If J' C ], there is an inclusion 
map 

An equivalence relation in a set A is a relation - between elements of A 
which is reflexive (that is, a - a for all a E A), symmetric (that is, a - a' 
implies a' - a for a, a' E A), and transitive (that is, a - a' and a' - a" 
imply a - a" for a, a', a" E A). The equivalence class of a E A with 
respect to - is the subset {a' E A I a - a'}. The set of all equivalence classes 
of elements of A with respect to - is denoted by AI - and is called a 
quotient set of A. There is a proiection map A ~ AI - which sends a E A to 
its equivalence class. If J' is a nonempty subset of ], there is also a proiection map 

pJ': X Aj ~ X Aj 
JEJ iEJ' 

(which is a projection map in the sense above). 
Given functions f: A ~ Band g: B ~ C, their composite g a f (also de­

noted by gf) is the function from A to C defined by (g a f)(a) = g(f(a)) for 
a E A. If A' C A and f: A ~ B, the restriction of f to A' is the function 
fl A': A' ~ B defined by (fl A')(a') = f(a') for a' E A' (thus fl A' = fa i, 
where i: A' C A), and the function f is called an extension of f I A' to A. 

An iniection (or iniective function) is a function f: A ~ B such that 
f(al) = f(az) implies al = az for aI, az EA. A suryection (or sur;ective 
function) is a function f: A ~ B such that b E B implies that there is a E A 
with f(a) = b. A biiection (also called a biiective function or a one-to-one 
correspondence) is a function which is both injective and surjective. 

A partial order in a set A is a relation :S between elements of A which is 
reflexive and transitive (note that it is not assumed that a :S a' and a' :S a 
imply a = a'). A total order (or simple order) in A is a partial order in A such 
that for a, a' E A either a :S a' or a' :S a and which is antisymmetric 
(that is, a :S a' and a' :S a imply a = a'). A partially ordered set is a set with 
a partial order, and a totally ordered set is a set with a total order. 
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I ZORN'S LEMMA A partially ordered set in which every simply ordered 
subset has an upper bound contains maximal elements. 

A directed set A is a set with a partial-order relation ~ such that for 
a, {3 E A there is yEA with a ~ y and {3 ~ y. A direct system of sets 
{A",f"P} consists of a collection of sets {A"} indexed by a directed set 
A = {a} and a collection of functions f"P: A" ~ AP for every pair a ~ {3 such 
that 

(a) f,," = lA.: A" C A" for all a E A 
(b) f"Y = fpY 0 f"P: A" ~ AY for a ~ {3 ~ y in A 

The direct limit of the direct system, denoted by lim~ {A"}, is the set 
of equivalence classes of V A a with respect to the equivalence relation 
a" ~ aP if there is y with a ~ y and {3 ~ y such that f"yaa = fp YaP. For each 
a there is a map i,,: A" ~ lim~ {Aa}, and if a ~ {3, then i" = ip 0 fa P. 

2 Given a direct system of sets {Aa,f"p} and given a set B and for every 
a E A a function g,,: A a ~ B such that g" = gp 0 f"P if a ~ {3, there is 
a unique map g: lim~ {A"} ~ B such that g 0 ia = ga for all a E A. 

3 With the same notation as in theorem 2, the map g is a bijection if and 
only if both the following hold: 

(a) B = U ga(Aa) 
(b) g,,(a") = gp(aP) if and only if there is y with a ~ y and {3 ~ y such 
that f"Y(a") = fpY(aP) 

Let {Aj} be a collection of sets indexed by J = U}. Let A be the 
collection of finite subsets of J and define a ~ {3 for a, {3 E A if a C {3. 
Then A is a directed set and there is a direct system {A a} defined by 
A" = VjE" A j, and if a ~ {3, then fa P: Aa ~ AP is the injection map. 
Let g,,: A" ~ ViE J Aj be the injection map. 

4 With the above notation, there is a bijection g: lim~ {A"} ~ V j E J Aj 
such that go ia = g" (that is, any set sum is the direct limit of its finite 
partial set sums). 

An inverse system of sets {Aa,fol} consists of a collection of sets {Aa} in­
dexed by a directed set A = {a} and a collection of functions f"P: Ap ~ A" 
for a ~ {3 such that 

(a) f,," = lA.: A" C A" for a E A 
(b) faY = fa P 0 fpY: Ay ~ A" for a ~ {3 ~ y in A 

The inverse limit of the inverse system, denoted by lim_ {A,,}, is the subset of 
X A" consisting of all points (a,,) such that if a ~ {3, then aa = f"Pap. For 
each a there is a map pa: lim_ {A,,} ~ A", and if a ~ {3, then pa = f"P 0 pp. 

£i Given an inverse system of sets {Aa,faP} and given a set B and for every 
a E A a function g,,: B ~ A" such that g" = f"P 0 gp if a ~ {3, there is 
a unique function g: B ~ lim_ {Aa} such that ga = p" 0 gfor all a E A. 
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6 With the same notation as in theorem 5, the map g is a biiection if and 
only if both the following hold: 

(a) g,,(b) = g",(b') for all a E A implies b = b' 
(b) Given (a,,) E X A" such that a" = f,,(3af3 if a ::; [3, there is b E B 
such that g,,(b) = a" for all a E A 

Let {Ai} be a collection of sets indexed by J = {i}. Let A be the collection 
of finite nonempty subsets of J, and define IX ::; [3 for a, [3 E A if a C [3. 
Then A is a directed set and there is an inverse system {A,,} defined by 
A" = XiE" Ai, and if a ::; [3, f"f3: Af3 ~ Aa is the projection map. For each 
IX E A let g,,: XiEJ Ai ~ A" be the projection map. 

7 With the above notation, there is a biiection g: XiEJAi ~ lim~ {A,,} 
such that g" = PiX 0 g (that is, any cartesian product is the inverse limit of its 
finite partial cartesian products). 

2 GENERAL TOPOLOGY' 

A topological space, also called a space, is not assumed to satisfy any separation 
axioms unless explicitly stated. Paracompact, normal, and regular spaces will 
always be assumed to be Hausdorff spaces. A continuous map from one 
topological space to another will also be called simply a map. 

Given a set X and an indexed collection of topological spaces {Xi} i E J and 
functions jj: X ~ Xj, the topology induced on X by the functions {h} is the 
smallest or coarsest topology such that each h is continuous. 

I The topology induced on X by functions {jj: X ~ Xi} is characterized 
by the property that if Y is a topological space, a function g: Y ~ X is 
continuous if and only if fi 0 g: Y ~ Xi is continuous for each i E ]. 

A subspace of a topological space X is a subset A of X topologized by 
the topology induced by the inclusion map A C X. A discrete subset of a 
topological space X is a subset such that every subset of it is closed in X. The 
topological product of an indexed collection of topological spaces {Xi }iEJ is 
the cartesian product X Xj, given the topology induced by the projection 
maps Pi: X Xi ~ Xi for i E J. If {X"}"EA is an inverse system of topological 
spaces (that is, X" is a topological space for IX E A and f"f3: Xf3 ~ X" is con­
tinuous for a ::; [3) their inverse limit lim~ {X,,} is given the topology induced 
by the functions PiX: lim~ {X,,} ~ X" for a EA. 

Given a set X and an indexed collection of topological spaces {Xi}iEJ 
and functions gi: Xi ~ X, the topology coinduced on X by the functions {gi} 
is the largest or finest topology such that each ~ is continuous. 

1 As general references see J. L. Kelley, General Topology, D. Van Nostrand Company, Inc., 
Princeton, N.J., 1955, and S. T. Hu, Elements of General Topology, Holden-Day, Inc., 
San Francisco, 1964. 
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2 The topology coinduced on X by functions {&: Xi ~ X} is characterized 
by the property that if Y is any topological space, a function f: X ~ Y is con­
tinuous if and only iff 0 gi: Xi ~ Y is continuous for each i E J. 

A quotient space of a topological space X is a quotient set X' of X topol­
ogized by the topology coinduced by the projection map X ~ X'. If A c X, 
then XI A will denote the quotient space of X obtained by identifying all of A 
to a single point. The topological sum of an indexed collection of topological 
spaces {Xi}iEJ is the set sum V Xi, given the topology coinduced by the 
injection maps ir Xi ~ V Xi for i E J. If {X"}"EA is a direct system of topo­
logical spaces (that is, X" is a topological space for (X E A and f,,/3: X" ~ X/3 is 
continuous for (X S /3) their direct limit lim ~ {X''} is given the topology 
coinduced by the functions i,,: X" ~ lim~ {X''} for (X E A. 

Let a = {A} be a collection of subsets of a topological space X. X is said 
to have a topology coherent with a if the topology on X is coinduced from the 
subspaces {A} by the inclusion maps A C X. (In the literature this topology 
is often called the weak topology with respect to a.) 

3 A necessary and sufficient condition that X have a topology coherent 
with a is that a subset B of X be closed (or open) in X if and only if B n A 
is closed (or open) in the subspace A for every A E if. 

4 If a is an arbitrary open covering or a locally finite closed covering of X, 
then X has a topology coherent with a. 
5 Let X be a set and let {Ai} be an indexed collection of topological spaces 
each contained in X and such that for each i and t, Ai n Ai' is a closed (or 
open) subset of Ai and of Ai' and the topology induced on Ai n Ai' from Ai 
equals the topology induced on Ai n Ai' from Ai" Then the topology coin­
duced on X by the collection of inclusion maps {Ai C X} is characterized by 
the properties that Ai is a closed (or open) subspace of X for each i and X has 
a topology coherent with the collection {Ai}' 

The topology on X in theorem 5 will be called the topology coherent 
with {Ai}' A compactly generated space is a Hausdorff space having a topology 
coherent with the collection of its compact subsets (this is the same as what 
is sometimes referred to as a Hausdorff k-space). 

6 A Hausdorff space which is either locally compact or satisfies the first 
axiom of countability is compactly generated. 

7 If X is compactly generated and Y is a locally compact Hausdorff space, 
X X Y is compactly generated. 

If X and Y are topological spaces and A C X and BeY, then (A;B) 
denotes the set of continuous functions f: X ~ Y such that f(A) C B. 
yx denotes the space of continuous functions from X to Y, given the compact­
open topology (which is the topology generated by the subbase {( K; U) }, 
where K is a compact subset of X and U is an open subset of Y). If A C X 
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and BeY, we use (Y,B)(X,A) to denote the subspace of yx of continuous 
functions f: X ~ Y such that f(A) C B. Let E: yx X X ~ Y be the evalua­
tion map defined by E(f,x) = f(x). Given a function g: Z ~ yx, the composite 

Z X X gXI) yx X XL Y 

is a function from Z X X to Y. 

8 THEOREM OF EXPONENTIAL CORRESPONDENCE If X is a locally compact 
Hausdorff space and Y and Z are topological spaces, a map g: Z ~ yx is con­
tinuous if and only if E 0 (g Xl): Z X X ~ Y is continuous. 

9 EXPONENTIAL LAW If X is a locally compact Hausdorff space, Z is 
a Hausdorff space, and Y is a topological space, the function 1/;: (YX)z ~ yzxx 
defined by 1/;(g) = Eo (g X 1) is a homeomorphism. 

10 If X is a compact Hausdorff space and· Y is metrized by a metric d, then 
yx is metrized by the metric d' defined by 

d'(f,g) = sup {d(f(x),g(x)) I x E X} 

3 GROUP THEOR'·! 

A homomorphism is called a monomorphism, epimorphism, isomorphism, 
respectively, if it is injective, surjective, bijective. If {G j }iEJ is an indexed col­
lection of groups, their direct product is the group structure on the cartesian 
product X Gj defined by (g;)(gj) = (g;gj). If {G,,} is an inverse system of 
groups (that is, G" is a group for each IX andf"f3: Gf3 ~ G" is a homomorphism 
for IX ::; (3), their inverse limit lim~ {G,,} (which is a set) is a subgroup of X G". 

Let A be a subset of a group G. G is said to be freely generated by A and A 
is said to be a free generating set or free basis for G if, given any function 
f: A ~ H, where H is a group, there exists a unique homomorphism cp: G ~ H 
which is an extension of f. A group is said to be free if it is freely generated 
by some subset. For any set A a free group generated by A is a group F(A) 
containing A as a free generating set. Such groups F(A) exist, and any two are 
canonically isomorphic. 

I Any group is isomorphic to a quotient group of a free group. 

A presentation of a group G consists of a set A of generators, a set 
B C F(A) of relations, and a function f: A ~ G such that the extension of f 
to a homomorphism cp: F(A) ~ G is an epimorphism whose kernel is the nor-

1 As a general reference for elementary group theory see G. Birkhoff and S. MacLane, A 
Survey of Modem Algebra, The Macmillan Company, New York, 1953. For a discussion of free 
groups see R. H. Crowell and R. H. Fox, Introduction to Knot Theory, Ginn and Company, 
Boston, 1963. 
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mal subgroup of F(A) generated by B. If A and B are both finite sets, the pres­
entation is said to be finite and G is said to be finitely presented. 

4 MODULES' 

We are mainly interested in R modules where R is a principal ideal domain. 
However, we shall begin with some properties of R moJules where R is 
a commutative ring with a unit which acts as the identity on every module. 
If q;: A ~ B is a homomorphism of R modules, then we have R modules 

ker q; = {a E A I q;(a) = O} c A 

im q; = {b E Bib = cp( a) for some a E A} C B 

coker cp = B/im cp 

I NOETHER ISOMORPHISM THEOREM Let A and B be submodules of a 
module C and let A + B be the submodule of C generated by A U B. The 
inclusion map A C A + B sends A n B into B and induces an isomorphism 
of A/(A n B) with (A + B)/B. 

If {Aj};EJ is an indexed collection of R modules, their direct product 
X Aj is an R module and their direct sum <f)Aj is an R module (<f)Aj is the 
submodule of X Aj consisting of those elements having only a finite number 
of nonzero coordinates). The inverse limit lim~ {A,,} of an inverse system of 
R modules (and homomorphisms f"f3: Af3 ~ A" for a S {3) is an R module, and 
the direct limit of a direct system of R modules (and homomorphisms) is an 
R module. 

2 Any R module is isomorphic to the direct limit of its finitely generated 
submodules directed by inclusion. 

If A and Bare R modules, their tensor product A ® B (also written 
A ® B) is an R module. For a E A and b E B, there is a corresponding element 

R 

a ® b E A ® B. A ® B is generated by the elements {a ® b I a E A, b E B} 
with the relations (for a, a' E A, b, b' E B, and r, 1" E R) 

(ra + r'a') ® b = r(a ® b) + r'(a' ® b) 
a ® (rb + r'b') = r(a ® b) + r'(a ® b') 

In case A or B is also an R' module, then so is A ® B. 
R 

3 For any R module A the homomorphisms a ~ a ® 1 and a ~ 1 ® a 
define isomorphisms of A with A ® Rand R ® A. 

• As general references see H. Cartan and S. Eilenberg, Homological Algebra, Princeton 
University Press, Princeton, N.J., 1956 and S. MacLane, Homology, Springer-Verlag OHG, 
Berlin, 1963. 
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4 For R modules A and B there is an isomorphism of A Q9 B with B Q9 A 
taking a ® b to b Q9 a. 

it If A and Bare R modules and Band Care R' modules, there is an iso­
morphism of (A ~ B) ~ C with A ~ (B ~ C) (both being regarded as Rand 

R' modules) taking (a Q9 b) Q9 c to a ® (b ® c). 

If A and Bare R modules, their module of homomorphisms Hom (A,B) 
[also written HomR (A,B)] is an R module whose elements are R homomor­
phisms A _ B. In case A or B is also an R' module, then so is HomR (A,B). 

6 If A and Bare R madules and Band Care R' modules, there is an iso­
morphism of HomR' (A ® B, C) with HomR (A, HomR' (B,C)) (both being 

R 

regarded as Rand R' modules) taking an R' homomorphism cp: A ~ B - C 

to the R homomorphism cp': A _ HomR' (B,C) such that cp'(a)(b) = cp(a Q9 b). 

A subset 5 of an R module A is said to be a basis for A (and A is said to 
be freely generated by 5) if any function f: 5 _ B, where B is an R module, 
admits a unique extension to a homomorphism cp: A _ B. If a module has a 
basis, it is said to be a free module. For any set 5 the free module generated 
by 5, denoted by F R(5), is the module of all finitely nonzero functions from 
5 to R (with pointwise addition and scalar multiplication) and with s E 5 
identified with its characteristic function. F R(5) contains 5 as a basis, and any 
module containing 5 as a basis is canonically isomorphic to FR(5). 

7 Any R module is isomorphic to a quotient of a free R module. 

8 If A' is a submodule of A, with A/A' free, then A is isomorphic to the 
direct sum A' E8 (A/ A'). 

We now assume that R is a principal ideal domain (that is, it is an 
integral domain in which every ideal is principal). If A is an R module, its 
torsion submodule Tor A is defined by 

Tor A = {a E A I ra = 0 for some nonzero r E R} 

A is said to be torsion free or without torsion if Tor A = O. 

9 Over a principal ideal domain, a submodule of a free module is free. 

10 Over a principal ideal domain, a finitely generated module is free if and 
only if it is torsion free. 

II Over a principal ideal domain, A/Tor A is torsion free. 

If A is a finitely generated module over a principal ideal domain R, its 
rank p(A) is defined to be the number of elements in a basis of the quotient 
module A/Tor A. 

12 If A' is a submodule of a finitely generated module A (over a principal 
ideal domain), then 

p(A) = p(A') + p(A/ A') 
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Let cp: A -7 A be an endomorphism of a finitely generated module (over 
a principal ideal domain R). The trace of cp, Tr cp, is the element of R which 
is the trace of the endomorphism cp' induced by cp on the free module 
A/Tor A [that is, if A/Tor A has a basis aI, ... , an, then cp'(ai) = ~ rijaj 
and Tr cp = ~ riiJ. 
13 Let cp be an endomorphism of a finitely generated module A and let A' 
be a submodule of A such that cp(A') C A'. Then cp I A' is an endomorphism 
of A' and there is induced an endomorphism cp" of A/A'. Their traces satisfy 
the relation 

Tr cp = Tr (cp I A') + Tr cp" 

A module with a single generator is said to be cyclic. Over a principal 
ideal domain R such a module A is characterized, up to isomorphism, by the 
element rA E R which generates the ideal of elements annihilating every 
element of A (rA is unique up to multiplication by invertible elements of R). 

14 STRUCTURE THEOREM FOR FINITELY GENERATED MODULES Over a principal 
ideal domain every finitely generated module is the direct sum of a free 
module and cyclic modules AI, ... , Aq whose corresponding elements 
rl, . . . , rq E R have the property that ri divides ri+l for 1 sis q - 1. The 
elements rl, ... , rq are unique up to multiplication by invertible elements 
of R and, together with the rank of the module, characterize the module up 
to isomorphism. 

5 EI;CUDEAN SPACES 

We use the following fixed notations: 

o = empty set 
Z = ring of integers 
Zm = ring of integers modulo m 
R = field of real numbers 
C = field of complex numbers 
Q = division ring of quaternions 
Rn = euclidean n-space, with Ilxll = V~ Xi 2 and (x,y) = ~ XiYi 
o = origin of Rn 
I = closed unit interval 
i = {O,I} C I 
In = n-cube = {x E Rn I 0 :<:::: Xi :<:::: 1 for 1 :<:::: i :<:::: n} 
in = {X E In I for some i, Xi = 0 or Xi = I} 
En = n-ball = {X E Rn I II xii :<:::: I} 
Sn-l = (n - I)-sphere = {x E Rn Illxll = I} 
pn = proiective n-space = quotient space of Sn with x and -x identified 

for all X E Sn 
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If X and yare points of a real vector space, the closed line segment join­
ing them, denoted by [x,y], is the set of points of the form tx + (1 - t)y for 
o :::; t :::; 1 (thus I = [0,1]). If x -=1= y, the line determined by them is the set 
{tx + (1 - t)y I t E R}. A subset C of a real vector space is said to be 
an affine variety if whenever x, y E C, with x -=1= y, then the line determined 
by x and y is also in C. A subset C is said to be convex if x, y E C imply 
[x,y] c c. A convex bodyl in Rn is a convex subset of Rn containing a non­
empty open subset of Rn (thus In and En are convex bodies in Rn). 

I If C is a convex body in Rn and C' is a convex body in Rm, then C X C' 
is a convex body in Rn X Rm = Rn+m. 

2 Any two compact convex bodies in Rn are homeomorphic. 

A subset S of a real vector space is said to be affinely independent 
if, given a finite number of distinct elements xo, Xl. ... , Xm E Sand 
to, tl, ... , tm E R such that ~ ti = 0 and ~ tiXi = 0, then ti = 0 for 
o :::; i :::; m (this is equivalent to the condition that 

Xl - XO, X2 - XO, . . . ,Xm - Xo 

be linearly independent). 

3 There exist affinely independent subsets of Rn containing n + 1 points, 
but no subset of Rn containing more than n + 1 points is affinely independent. 

4 Given points xo, Xl. . . . ,Xm ERn, the convex set generated by them is 
the set of all points of the form ~ tiXi. with 0 :::; ti :::; 1 and ~ ti = 1. The set 
{XO,Xl' . . . ,xm} is affinely independent if and only if every point x in the 
convex set generated by this set has a unique representation in the form 
x = ~ tiXi, with 0 :::; ti :::; 1 for 0 :::; i :::; m and ~ ti = 1. 
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CHAPTER ONE 

HOMOTOPY AND THE 

FUNDAMENTAL GROUP 



TOPOLOGY IS THE STUDY OF TOPOLOGICAL SPACES AND CONTINUOUS FUNCTIONS 

between them. A standard problem is the classification of such spaces and 
functions up to homeomorphism. A weaker equivalence relation, based on 
continuous deformation, leads to another classification problem. This latter 
classification problem is of fundamental importance in algebraic topology, 
since it is the one where the tools available seem to be most successful. 

As a working definition for our purposes, algebraic topology may be 
regarded as the study of topological spaces and continuous functions by means 
of algebraic objects such as groups, rings, homomorphisms. The link from 
topology to algebra is by means of mappings, called functors. For this reason, 
Sees. 1.1 and 1.2 are devoted to the basic concepts of category and functor. 

In Sees. 1.3 and 1.4 the concept of continuous deformation, known tech­
nically as homotopy, is introduced. We then define the homotopy category 
and certain functors on this category, all of which are important for the sub­
ject. Sections 1.5 and 1.6 are devoted to a study of conditions under which 
these functors on the homotopy category take values in the category of groups. 
As examples, the homotopy group functors are briefly mentioned. 

13 
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The first functor considered in detail is the fundamental group functor, 
introduced and discussed in Sees. 1.7 and 1.8. This is an intuitively appealing 
example of the kind of functor considered in algebraic topology. Some appli­
cations of this functor are presented in the exercises at the end of the chapter. 
In Chapter Two this functor is used in a systematic study and classification of 
covering spaces. 

I CATEGORIES 

An algebraic representation of topology is a mapping from topology to algebra. 
Such a representation converts a topological problem into an algebraic one to 
the end that, with sufficiently many representations, the topological problem 
will be solvable if (and only if) all the corresponding algebraic problems are 
solvable. 

The definition of a representation, formally called a functor, is given in 
the next section. This section i~ devoted to the concept of category, because 
functors are functions, with certain naturality properties, from one or several 
categories to Illlother. 

A category may be thought of intuitively as consisting of sets, possibly 
with additional structure, and functions, possibly preserving additional struc­
ture. More precisely, a category e consists of 

(a) A class of obfects 
(b) For every ordered pair of objects X and Y, a set hom (X, Y) of 
morphisms with domain X and range Y; if f E hom (X, Y), we write 
f: X --:) Y or X -4 Y 
(c) For every ordered triple of objects X, Y, and Z, a function associating 
to a pair of morphisms f: X --:) Y and g: Y --:) Z their composite 

These satisfy the following two axioms: 

Associativity. If f: X --:) Y, g: Y --:) Z, and h: Z --:) W, then 

h(gf) = (hg)f: X --:) W 

Identity. For every object Y there is a morphism Iv: Y --:) Y such that if 
f: X --:) Y, then Ivf = f, and if h: Y --:) Z, then hl y = h. 

If the class of objects is a set, the category is said to be small. For most 
of our purposes we could restrict our attention to small categories, but it 
would be inconvenient to have to specify a set of objects before obtaining a 
category. For example, we should like to consider categories whose objects 
are sets or groups, and we prefer to consider the class of all sets or groups, 
rather than some suitable set of sets or groups in each instance. 

From the two axioms it follows that ly is unique (see lemma 1 below), 
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and it is called the identity morphism of Y. Given morphisms f: X -7 Y and 
g: Y -7 X such that gf = lx, g is called a left inverse of f and f is called a 
right inverse of g. A two-sided inverse (or simply an inverse) of f is a 
morphism which is both a left inverse of f and a right inverse of f. A morphism 
f: X -7 Y is called an equivalence, denoted by f: X :::::: Y, if there is a morphism 
g: Y -7 X which is a two-sided inverse of f. If g': Y -7 X is a left inverse of f 
and gil: Y -7 X is a right inverse of f, then 

g' = g'ly = g'(fg") = (g'f)g" = lxg" = gil 

showing that g' = gil. Therefore we have the following lemma. 

I LEMMA If f: X -7 Y has a left inverse and a right inverse, they 
are equal, and f is an equivalence. • 

In particular, it follows that an equivalence f: X :::::: Y has a unique in­
verse, denoted by f- 1 : Y -7 X, and f- 1 is an equivalence. If there is an 
equivalence f: X :::::: Y, X and Yare said to be equivalent, denoted by X :::::: Y. 
Because the composite of equivalences is easily seen to be an equivalence, 
the relation X :::::: Y is an equivalence relation in any set of objects of e. 

We list some examples of categories. 

2 The category of sets and functions [that is, the class of objects is the class 
of all sets, and for sets X and Y, hom (X, Y) equals the set of functions from 
X to Y] 

3 The category of topological spaces and continuous maps 

4 The category of groups and homomorphisms 

:; The category of R modules and homomorphisms 

6 The category of normed rings (over R) and continuous homomorphisms 

7 The category of sets and injections (or surjections or bijections) 

8 The category of pointed sets (a pointed set is a nonempty set with a dis­
tinguished element) and functions preserving distinguished elements 

9 The category of pointed topological spaces (a pointed topological space 
is a nonempty topological space with a base point) and continuous maps 
preserving base points 

I 0 The category of finite sets and functions 

II Given a partial order ::;: in X, there is a category whose objects are the 
elements of X and such that hom (x,x') is either the singleton consisting of the 
ordered pair (x,x') or empty, according to whether x ::;: x' or x :$ x' 

12 The category of groups and conjugacy classes of homomorphisms (that is, 
a morphism G -7 G' is an equivalence class of homomorphisms from G to G', 
two homomorphisms being equivalent if they differ by an inner automorphism 
of G') 
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A subcategory e c 8 is a category such that 

(a) The objects of 8' are also objects of 8 
(b) For objects X' and Y' of e, hOIIle' (X', Y') C hOIIle (X', Y') 
(c) Iff': X' ~ Y' and g': Y' ~ Z' are morphisms of e, their composite 
in 8' equals their composite in 8 

8' is called a full subcategory of 8 if e is a subcategory of 8 and for ob­
jects X' and Y' in e, home' (X',Y') = home (X',Y'). The category in example 7 
above is a subcategory of the one in example 2, and the category in example 
10 is a full subcategory of the one in example 2. The categories in examples 
3, 4, 5, 6, and 8 are not subcategories of the category of sets, because each 
object of one of these categories consists of a set, together with an additional 
structure on it (hence, different objects in these categories may have the same 
underlying sets). In examples 11 and 12, the morphisms in the respective 
categories are not functions, and so neither of these categories is a subcate­
gory of the category of sets. 

A diagram of morphisms such as the square 

X~ Y 
g~ ~h 

X' ~ Y' 
is said to be commutative if any two composites of morphisms in the diagram 
beginning at the same place and ending at the same place are equal. This 
square is commutative if and only if hf = f'g. 

Following are descriptions of some categories which are associated to a 
given category. Given a category 8, there is an associated category called 
the category of morphisms of 8. Its objects are morphisms X L Y, and 
its morphisms with domain X -4 Y and range X' -4 Y' are pairs of morphisms 
g: X ~ X' and h: Y ~ Y' such that the square 

X~ Y 
g~ ~h 

X' ~ Y' 
is commutative. In a similar way, diagrams of morphisms in 8 more general 
than X -4 Yare the objects of a suitable category associated to 8. 

Let 8 be a category whose objects are sets with additional structures 
(such as distinguished elements or topologies) and whose morphisms are 
functions preserving the additional structures. For example, 8 might be any 
of the categories in examples 2 through 10. There is a category associated to 
8, called the category of pairs of e, whose objects are injective morphisms 
i: A ~ X (because each morphism in such a category is a function, it is mean­
ingful to consider those which are injective) and whose morphisms are com­
mutative squares 



SEC. 1 CATEGORIES 17 

Thus the category of pairs of 2is a full subcategory of the category of morphisms 
of e The notation (X,A) will denote the pair consisting of X and i: A c X, 
and the notation f: (X,A) --0> (Y,B) will mean that f: X --0> Y is a morphism of 
8 such that f(i(A)) C ;(B). The category of pairs of 8, therefore, has as objects 
the pairs (X,A) and has as morphisms the morphisms f: (X,A) --0> (Y,B). 

If 81 and ~ are categories, their product 81 X ~ is the category whose 
objects are ordered pairs (Yr, Y2 ) of objects Y1 in 21 and Y2 in ~ and whose 
morphisms (X1 ,X2 ) --0> (Y1 , Y2 ) are ordered pairs of morphisms (h,h), where 
h: Xl --0> Y1 in 21 and h: X2 --0> Y2 in ~. Similarly, there is a product of an 
arbitrary indexed family of categories. 

Given a category 2, there is an opposite category 2* whose objects y* 
are in one-to-one correspondence with the objects Y of 2and whose morphisms 
f*: Y * --0> X * are in one-to-one correspondence with the morphisms f: X --0> Y 
[withf*g* defined to equal (gf)* for X L Y J4 Z in 2]. We identify (2*)* 
with 2, so that (X *) * = X and (f*) * = f. 

We next show how to interpret sums and products, as well as direct and 
inverse limits in arbitrary categories. An object X in a category 2 is said to be 
an initial ob;ect if for each object Yin 2 the set hOIll (X, Y) contains exactly 
one element. Dually, an object Z of 2 is said to be a terminal ob;ect if for each 
Y of 8 the set hom (Y,Z) contains exactly one element. Note that any two 
initial objects of 2 are equivalent and any two terminal objects of 2 are 
equivalent. In examples 2 and 3 the empty set is an initial object and any 
one-point set is a terminal object. In example 4 the trivial group is both an 
initial and a terminal object. In example 7 the category of sets and bijections 
has neither an initial object nor a terminal object. 

Let {Yj }iEJ be an indexed collection of objects of a category e Let ~{Yj} 
be the category whose objects are indexed collections of morphisms {fj}iEJ of 
8 having the same range and whose morphisms with domain {k Yj --0> Z} 
and range {ff: Yj --0> Z/} are morphisms g: Z --0> Z' of 2 such that gfj = jj' for 
every; E J. An initial object of S){ Yj} is called a sum of the collection {Yj}. A 
given collection mayor may not have a sum in e The set sum is a sum in 
the category of sets, the topological sum is a sum in the category of topologi­
cal spaces, the free product is a sum in the category of groups, \ and the direct 
sum is a sum in the category of R modules. In the category of finite sets, in 
general only finite collections have a sum. Similarly, in the category of finitely 
generated R modules, in general only finite collections have a sum. 

Dually, given an indexed collection of objects {YdiEJ in 2, let 0l{Yj} be 
the category whose objects are indexed collections of morphisms {&}jEJ of 2 
having the same domain and whose morphisms with domain {gj: X --0> Yj} 
and range {g): X' --0> Yj} are morphisms f: X --0> X' of 2 such that gjf = & for 
every; E J. A terminal object of ':P{ Yj} is called a product of the collection 
{ Yj}. The cartesian product of sets is a product in the category of sets, the 
topological product is a pro-cIuct in the category of topological spaces, and the 
direct product is a product in the category of groups, or R modules. In the 
category of finite sets (or finitely generated R modules), in general only finite 
collections have a product. 



18 HOMOTOPY AND THE FUNDAMENTAL GROUP CHAP. 1 

A direct system {ya,fall } in a category e consists of a collection of 
objects {Y a} indexed by a directed set A = {a} and a collection of morphisms 
{fall: Ya ~ YIl} in e for a ::;: f3 in A such that 

(a) fa a = lya for a E A 
(b) faY = fllYfa ll : Y" ~ YY for a ::;: f3 ::;: y in A 

There is then a category dir {ya,f"ll} whose objects are indexed collections of 
morphisms {ga: ya ~ Z}"E A such that g" = gllfall if a ::;: f3 in A and whose 
morphisms with domain {ga: ya ~ Z} and range {g~: Y" ~ Z'} are 
morphisms h: Z ~ Z' such that hg" = g~ for a E A. An initial object 
of dir {Y",f"ll} is called a direct limit of the direct system {ya,fall }. The direct 
limits of sets, topological spaces, groups, and R modules are examples of 
direct limits in their respective categories. 

Dually, an inverse system {Y",fall } in e consists of a collection of objects 
{Ya } indexed by a directed set A = {a} and a collection of morphisms 
{fall: Yll ~ Y,,} in e for a ::;: f3 in A such that 

(a) fa" = lYa for a E A 
(b) f"Y = fallfllY: Yy ~ Y" for a ::;: f3 ::;: y in A 

There is then a category inv {Ya,fall } whose objects are indexed collections of 
morphisms {ga: X ~ Ya}"EA such that go = f"llgll if a ::;: f3 in A and whose 
morphisms with domain {g,,: X ~ Y,,} and range {g~: X' ~ Y,,} are morphisms 
h: X -+ X' of ~ such that g~h = g" for a E A. A terminal object of inv {Y",/all\ 
is called an inverse limit of the inverse system {Ya,fall }. The inverse limits of 
sets, topological spaces, groups, and R modules are examples of inverse limits 
in their respective categories. 

By similar considerations it is possible to define a direct or inverse limit 
for an arbitrary indexed collection of objects in a category e and an indexed 
collection of morphisms in e between these objects. We omit the details. 

2 FUN(;TORS 

Our main interest in categories is in the maps from one category to another. 
Those maps which have the natural properties of preserving identities and 
composites are called functors. This section is devoted to the definition 
of functors of one or more variables, some examples and applications, and 
the definition of natural transformations between functors. 

Let e and OJ) be categories. A covariant functor (or contravariant functor) 
T from e to OJ) consists of an object function which assigns to every object X 
of e an object T(X) of oj) and a morphism function which assigns to every mor­
phism f: X ~ Y of e a morphism T(f): T(X) ~ T(Y) [or T(f): T(Y) ~ T(X)] 
of OJ) such that 

(a) T(lx) = IT(Xl 

(b) T(gf) = T(g)T(f) [or T(gf) = T(f)T(g)] 
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We list some examples of functors. 

I There is a covariant functor from the category of topological spaces and 
continuous maps to the category of sets and functions which assigns to every 
topological space its underlying set. This functor is called a forgetful functor 
because it "forgets" some of the structure of a topological space. 

2 There is a covariant functor from the category of sets and functions to 
the category of R modules and homomorphisms which assigns to every set 
the free R module generated by it. 

a Given a fixed R module Mo, there is a covariant functor (or contravariant 
functor) from the category of R modules and homomorphisms to itself which 
assigns to an R module M the R module HomR(Mo,M) [or HomR(M,Mo)]. 

4 For any category C; and object Y of C; there is a covariant functor 'lTy (or 
contravariant functor 'lTY) from C; to the category of sets and functions which 
assigns to an object Z (or X) of C; the set 'lTy(Z) = hom (Y,Z) [or 'lTY(X) = 
hom (X, Y)] and to a morphism h: Z ---,) Z' [or f: X ---,) X'] the function 

h#: hom (Y,Z) ---,) hom (Y,Z') [or f#: hom (X',Y) ---,) hom (X,Y)] 

defined by h#(g) = hog for g: Y ---,) Z [or f# (g') = g' 0 f for g': X' ---,) Y] 

5 There is a contravariant functor C from the category of compact Hausdorff 
spaces and continuous maps to the category of normed rings over R and con­
tinuous homomorphisms which assigns to X its normed ring of continuous 
real-valued functions. 

6 There is a covariant functor Ho from the category of topological spaces 
and continuous maps to the category of abelian groups and homomorphisms 
such that Ho(X) is the free abelian group generated by the set of components 
of X, and if f: X ---,) Y, then Ho(f): Ho(X) ---,) Ho(Y) is the homomorphism such 
that if C is a component of X and C' is the component of Y containing f(c), 
then Ho(f)C = C'. 

7 A direct system (or inverse system) in a category C; is a covariant functor 
(or contravariant functor) from the category of a directed set (defined as in 
example 1.1.11) to c:. 
8 For any category C; there is a contravariant functor to its opposite cate­
gory C;* which assigns to an object X of C; the object X* of C;* and to 
a morphism f: X ---,) Y of C; the morphism f*: y* ---,) X*. 

Note that any contravariant functor on C; corresponds to a covariant 
functor on C;*, and vice versa. Therefore any functor can be regarded as co­
variant on a suitable category. Despite this, we shall find it convenient to con­
sider contravariant as well as covariant functors on 8, rather than consider 
only covariant functors on two categories. 

Any functor from the category of topological spaces and continuous 
maps to an algebraic category (such as the category of abelian groups and 
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homomorphisms) is a representation of the topological category by an alge­
braic one. Algebraic topology is the study of such functors; we show that 
simple remarks about functors can be used to obtain necessary conditions for 
the solvability of topological problems. 

9 THEOREM Let T be a functor from a category e to a category oj). Then 
T maps equivalences in e to equivalences in 6j). 

PROOF Assume that T is a covariant functor (the argument is similar if Tis 
contravariant). Let f: X -7 Y be an equivalence in e. Then f-lf = Ix. 
Therefore 

In¥) = T(Ix) = T(f-l)T(f) 

Similarly, T(f)T(f-l) = IT(y). Therefore T(f-l) is a two-sided inverse of T(f), 
and T(f) is an equivalence in 6)). • 

In particular, if T is an algebraic functor on the category of topological 
spaces and continuous maps, a necessary condition that X be homeomorphic 
to Y is that T(X) be equivalent to T( Y). Thus the functor Ho of example 6 
shows that the real line R and the real plane R2 are not homeomorphic 
[if they were homeomorphic, then R - 0 would be homeomorphic to R2 - P 
for some p E R2, but Ho(R - 0) is a free abelian group on two generators, 
while Ho(R2 - p) is a free abelian group on one generator]. This is a trivial 
example. However, the homology functors Hq defined in Chapter 4 generalize 
Ho and can be used in much the same way to prove that Rn and Rm are not 
homeomorphic if n =1= m. 

In applications of algebraic functors to topological problems the algebra 
will frequently play an essential role. For example, let To(X) be the functor 
obtained by composing the functor Ho with the forgetful functor, which 
assigns to every abelian group its underlying set. The functor To contains less 
information than the functor Ho and does not give as strong a necessary con­
dition for homeomorphism [for example, To(R - 0) and To(R2 - p) are both 
countably infinite sets and are equivalent in the category of sets and func­
tions]. For this reason it is important to provide functors with as much alge­
braic structure as possible. Later we shall consider functors which depend on 
a chosen topological space. These functors take values in the category of sets 
and functions, but some of them, depending on properties of the particular 
spaces which define them, are functors to the category of groups and homo­
morphisms. The added algebraic strurture in such cases will prove useful. 

To show how functors can be applied to another problem, let A be 
a subspace of a topological space X and let f: A -7 Y be continuous. The ex­
tension problem is to determine whether f has a continuous extension to X­
that is, whether the dotted arrow in the triangle 

A C X 

r\ ./ 
Y 

corresponds to a continuous map making the diagram commutative. 
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10 THEOREM Let T be a covariant functor (or contravariant functor) from 
the category of topological spaces and continuous maps to a category e. A 
necessary condition that a map f: A ~ Y be extendable to X (where i: A eX) 
is that there exist a morphism cp: T(X) ~ T(Y) [or cp: T(Y) ~ T(X)] such that 
cp 0 T(i) = T(f) [or T(f) = T(i) 0 cp]. 

PROOF Assume that f': X ~ Y is an extension of f. Then f'i = f. Therefore 
TU') 0 T(i) = T(f) [or T(f) = T(i) 0 T(f')], and T(f') can be taken as the 
morphism cpo • 

The above result can be applied to prove that the identity map of i can­
not be extended to a continuous map I ~ i. We use the functor Ho and ob­
tain the necessary condition that there must exist a homomorphism 
cp: Ho(1) ~ Ho(i) such that cp 0 Ho(i) = Ho(lj) (where i: i C 1). Because Ho(t) is a 
free abelian group on two generators and Ho(I) is a free abelian group on one 
generator, there is no such homomorphism cpo Again, this is a trivial example, 
but it illustrates the method, and the general homology functors Hq defined 
later can be used in the same way to show that there is no continuous map 
En+! ~ Sn that is the identity map on Sn. 

Thus we see that a functor yields necessary conditions for the solvability 
of topological problems. There are situations in which these necessary con­
ditions are also sufficient. For example, the functor C of example 5 gives a 
necessary and sufficient condition for homeomorphism-that is, two compact 
Hausdorff spaces X and Yare homeomorphic if and only if C(X) and C(Y) 
are isomorphic. l This is not a particularly useful result, however, because it 
seems to be no easier to determine whether or not two normed rings are iso­
morphic than it is to determine whether or not two compact Hausdorff 
spaces are homeomorphic. We seek functors to categories that are somewhat 
simpler than the category of topological spaces, so that the algebraic problems 
that arise in these categories can be effectively solved. One big problem of 
algebraic topology is to find, and compute, sufficiently many such functors 
that the solvability of a particular topological problem is equivalent to the 
solvability of the corresponding (and simpler) algebraic problems. 

We shall also have occasion to compare functors with each other. This is 
done by means of a suitable definition of a map between functors. Let Tl and 
T2 be functors of the same variance (either both covariant or both contravariant) 
from a category e to a category Gj). A natural transformation cp from Tl to 
£2 is a function from the objects of e to morphisms of 6] such that for every 
morphism f: X ~ Y of e the appropriate one of the follOWing diagrams 
is commutative: 

Tl(X) T,(f» Tl(y) Tl(X) (T,(f) T1(y) 

<p(X)l l<p(Y) <p(X)l l<p(Y) 

T2(X) TM» T2(y) T2(X) (TM) T2(y) 

T1, T2 contravariant 
1 See Theorem D on page 330 of G. F. Simmons, Introduction to Tapology and Modem Analy­
sis, McGraw-Hili Book Company, New York, 1963. 
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If cp is a natural transformation from T1 to T2 such that cp(X) is an equiv­
alence in Gj) for each object X in e, then cp is called a natural equivalence. 

As an example of a natural transformation, let Y1 and Y2 be objects of a 
category e and let g: Y1 ~ Y2 be a morphism in e. There is a natural trans­
formation g# from the covariant functor 7TY2 to the covariant functor 7TYI and 
a natural transformation g# from the contravariant functor 7T Y1 to the contra­
variant functor 7T Y2 • If g is an equivalence in 8, both these natural transforma­
tions are natural equivalences. 

It is also of interest to consider functors of several variables. Thus, if 81, 

ez, and l'J) are categories, a covariant functor from 81 X ez to oIl is called a 
functor of two arguments covariant in each. A covariant functor from 
81 X 8~ to oj), regarded as a function from ordered pairs (X1,X2 ), where Xl is 
an object of 81 and Xz is an object of 82 , is called a functor of two arguments 
covariant in the first and contravariant in the second. In a similar fashion, 
functors of more arguments with mixed variance are defined. 

If 8 is any category, there is a functor of two arguments in 8 to the cate­
gory of sets and functions which is contravariant in the first argument and 
covariant in the second. This functor assigns to an ordered pair of objects X 
and Y of 8 the set hom (X, Y) and to an ordered pair of morphisms f: X' ~ X 
and g: Y ~ Y' in 8 the function f#~ = ~f#: hom (X, Y) ~ hom (X', yl). 

3 HOMOTOPY 

The problem of classifying topological spaces and continuous maps up to 
topological equivalence does not seem to be amenable to attack directly by 
computable algebraic functors, as described in Sec. 1.2. Many of the comput­
able functors, because they are computable, are invariant under continuous 
deformation. Therefore they cannot distinguish between spaces (or maps) that 
can be continuously deformed from one to the other; the most that can be 
hoped for from such functors is that they characterize the space (or map) up 
to continuous deformation. 

The intuitive concept of a continuous deformation will be made precise 
in this section in the concept of homotopy. This leads to the homotopy cate­
gory which is fundamental for algebraic topology. Its objects are topological 
spaces and its morphisms are equivalence classes of continuous maps (two 
maps being equivalent if one can be continuously deformed into the other). 
For technical reasons we consider not just the homotopy category of topologi­
cal spaces, but rather the larger homotopy category of pairs. 

A topological pair (X,A) consists of a topological space X and a subspace 
A C X. If A is empty, denoted by 0, we shall not distinguish between the 
pair (X, 0) and the space X. A subpair (X',A') C (X,A) consists of a pair with 
X' C X and A' C A. A map f: (X,A) ~ (Y,B) between pairs is a continuous 
function f from X to Y such that f(A) C B, and as in Sec. 1.1, there is 
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a category of topological pairs and maps between them which contains as full 
subcategories the category of topological spaces and continuous maps, as well 
as the category of pointed topological spaces and continuous maps. 

Given a pair (X,A), we let (X,A) X [ denote the pair (X X [, A X I). Let 
X' C X and suppose that fo, II: (X,A) ~ (Y,B) agree on X' (that is, fo I X' = 
iI I X'). Then fo is homotopic to iI relative to X', denoted by fo ~ f1 reI X', if 
there exists a map 

F: (X,A) X [ ~ (Y,B) 

such that F(x,O) = fo(x) and F(x,l) = iI(x) for x E X and F(x,t) = fo(x) for 
x E X' and t E 1. Such a map F is called a homotopy relative to X' from fo to 
iI and is denoted by F: fo ~ iI reI X'. If X' = 0, we omit the phrase "rela­
tive to 0." Clearly, fo ~ iI reI X' implies fo ~ it reI X" for any X" C X'. A 
map from X to Y is said to be null homotopic, or inessential, if it is homotopic 
to some constant map. 

For t E [define ht: (X,A) ~ (X,A) X [by ht(x) = (x,t). If F:fo ~iI reIX', 
then Fho = fo, Fh1 = iI, and Fht I X' = fo I X' for all t E 1. Therefore the collec­
tion {Fhdt€I is a continuous one-parameter family of maps from (X,A) to 
(Y,B), agreeing on X', which connects fo = Fho to it = Fh11. Hence fo ~ iI 
reI X' corresponds to the intuitive idea of continuously deforming fo into iI 
by maps all of which agree on X'. Note that if fo ~ iI rel X' there will usually 
be many maps F which are homotopies relative to X' from fo to f1 (see 
example 3 below). 

I EXAMPLE Let X = Y = Rn and define fo(x) = x and f1(X) = 0 for 
x E Rn (that is, fo = 1Rn and iI is the constant map of Rn to its origin). 
If F: Rn X [ ~ Rn is defined by 

F(x,t) = (1 - t)x 

then F: fo ~ iI reI O. 

2 EXAMPLE Let X = Y = [ and define fo(t) = t and f1(t) = 0 for t E 1. If 
F: [ X [ ~ [ is defined by 

F(t,t') = (1 - t')t 

then F: fo ~ fl reI O. 

3 EXAMPLE Let X = Y = E2 = {z E C I z = reiO , 0 ::::: r ::::: I} and let 
A = B = 51 = {z E C Iz = eiO }. Define fo: (E2,5 1) ~ (E2,5 1) to be the 
identity ma~ andiI: (E2,5 1) ~ (E2,51 ) to be the reflection in the origin [that 
is, iI(reiO ) = rei(O+7r»). Define a homotopy F: fo ~ iI reI 0 by F(reiO,t) = 
rei(o+t7r). Another homotopy F': fo ~ f1 reI 0 is defined by F' (reiO,t) = rei (O-t7r). 

1 A one-parameter family ft: (X,A) -> (Y,B) for tEl is continuous if ft(x) is jOintly continuous 
in t and x, in which case the function (x,t) -> ft(x) is a homotopy from fa to [J. The correspond­
ing function t -> ft from I to (Y,B)tx.A) is always continuous [where (Y,B)(X,A) = {g: (X,A)-> 

(Y,B)} topologized by the compact-open topology]. Conversely, in case X is a locally compact 
Hausdorff space, it follows from theorem 2.8 in the Introduction that for any continuous map 
cp: 1-> (Y,B)(X,A) the one-parameter family cp(t) is continuous and defines a homotopy from cp(O) 
to cp(1). 
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4 EXAMPLE Let X be an arbitrary space and let Y be a convex subset of 
Rn. Let fo, f1: X --') Y be maps which agree on some subspace X' C X. Then 
fo c:::::: f1 rei X', because the map F: X X 1--') Y defined by 

F(x,t) = tft(x) + (1 - t)fo(x) 

is a homotopy relative to X' from fo to ft. 
Example 4 is a generalization of examples 1 and 2. In example 3 the space E2 

is convex, but the homotopy between fo and f1 cannot be taken to be a partic­
ular case of the homotopy in example 4, because it must keep S1 mapped into 
itself at all stages, and S1 is not convex. 

To define the homotopy category we need the following easy results. 

5 THEOREM Homotopy relative to X' is an equivalence relation in the set 
of maps from (X,A) to (Y,B). 

PROOF Reflexivity. For f: (X,A) --') (Y,B) define F: f c:::::: frel X by F(x,t) = f(x). 
Symmetry. Given F: fo c:::::: f1 rei X', define F: ft c:::::: fo rel X' by F/(X,t) = 

F(x, 1 - t). 
Transitivity. Given F: fo ~ f1 rei X' and G: ft ~ h rei X', define 

H: fo ~ h rei X' by 

H(x,t) = { F(x,2t) 
G(x, 2t - 1) 

o ::; t ::; lh 
lh ::; t ::; 1 

Note that H is continuous because its restriction to each of the closed sets 
X X [O,lh] and X X [lh,l] is continuous. • 

It follows that the set of maps from (X,A) to (Y,B) is partitioned into dis­
joint equivalence classes by the relation of homotopy relative to X'. These 
equivalence classes are called homotopy classes relative to X'. We use 
[X,A; Y,B]X' to denote this set of homotopy classes. Givenf: (X,A) --') (Y,B), we 
use [f]x' to denote the element of [X,A; Y,B]X' determined by f. Homotopy 
classes relative to the empty set will be denoted by omitting the subscript X'. 

6 THEOREM Composites of homotopic maps are homotopic. 

PROOF Let fo, ft: (X,A) --') (Y,B) be homotopic relative to X' and let go, g1: 

(Y,B) --') (Z,C) be homotopic relative to yl, where f1(X') C Y'. To show that 
gofo, gd1: (X,A) --') (Z,C) are homotopic relative to X', let F: fo c:::::: ft rel X' 
and G: go c:::::: g1 rei Y'. Then the composite 

(X,A) X I ~ (Y,B) ~ (Z,C) 

is a homotopy relative to X' from gofo to goft, and the composite 

(X,A) X I ~ (Y,B) X I ~ (Z,C) 

is a homotopy relative to ft-1(Y' ) from goft to gd1' Since X' C f1- 1(Y'), we 
have shown that gofo c:::::: goft rei X' and gOf1 c:::::: gdl rei X'. The result now 
follows from theorem 5. • 
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The last result shows that there is a homotopy category of pairs whose 
objects are topological pairs and whose morphisms are homotopy classes 
(relative to 0). This category contains as full subcategories the homotopy 
category of topological spaces (also shortened to homotopy category) and the 
homotopy category of pointed topological spaces. There is a covariant functor 
from the category of pairs and maps to the homotopy category of pairs whose 
object function is the identity map and whose mapping function sends a map 
f to its homotopy class [fl. As pointed out at the beginning of the section, 
most of the algebraic functors we consider will be defined from the appro­
priate homotopy category. A diagram of topological pairs and maps is said to 
be homotopy commutative if it can be made a commutative diagram in the 
homotopy category (that is, when each map is replaced by its homotopy 
class). 

As in example 1.2.4, for any pair (P,Q) there is a covariant functor '/T(P,Q) 

(or a contravariant functor '/T(P,Q») from the homotopy category of pairs to the 
category of sets and functions defined by '/T(P,Q) (X,A) = [P,Q; X,A] (or 
'/T(P,Q) (X,A) = [X,A; P,Q]), and if f: (X,A) ~ (Y,B), then '/T(P,Q) ([fl) = f# 
(or '/T(P,Q) ([fl) = f#), where f#[g] = [fg] for g: (P,Q) ~ (X,A) (or f#[h] = [hf] 
for h: (Y,B) ~ (P,Q)). If 0': (P,Q) ~ (P',Q'), there is a natural transformation 
a# from '/T(P',Q') to '/T(P,Q) and a natural transformation a# from '/T(P,Q) to '/T(P',Q'). 

A map f: (X,A) ~ (Y,B) is called a homotopy equivalence if [fl is an 
equivalence in the homotopy category of pairs. A map g: (Y,B) ~ (X,A) 
is called a homotopy inverse of f if [g] = [fl-1 in the homotopy category. 
Pairs (X,A) and (Y,B) are said to have the same homotopy type if they are 
equivalent in the homotopy category. 

The simplest nonempty space is a one-point space. We characterize the 
homotopy type of such a space as follows. A topological space X is said to be 
contractible if the identity map of X is homotopic to some constant map of X 
to itself. A homotopy from Ix to the constant map of X to Xo E X is called a 
contraction of X to Xo. Examples 1 and 2 show that Rn and I are contractible, 
and example 4 shows that any convex subset of Rn is contractible. The fol­
lowing lemma may be regarded as a generalization of the result of example 4. 

7 LEMMA Any two maps of an arbitrary space to a contractible space are 
homotopic. 

PROOF Let Y be a contractible space and suppose I y ~ c, where c is a con­
stant map of Y to itself. Let fo, fl: X ~ Y be arbitrary. By theorem 6, 
fo = lyfo ~ cfo, and similarly, fl ~ c/1. Since cfo = c/1, it follows from 
theorem 5 that fo ~ /1. • 
8 COROLLARY If Y is contractible, any two constant maps of Y to itself 
are homotopic, and the identity map is homotopic to any constant map of Y 
to itself. • 

It is interesting to observe that lemma 7 cannot be strengthened to the 
case of relative homotopy. That is, if fo and /1 are maps of ~ into a contract-
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ible space Y which agree on X' C X, it need not be true that fo = it reI X' 
(although example 4 shows this to be true for convex subsets of Rn). The fol­
lowing example illustrates this and will be referred to again later. 

9 EXAMPLE The comb space Y illustrated in the diagram 

(0,1) (l/n,l) (%,1) (1,1) 

(0,0) (1/n,O) (1,0) 

Comb space 

is defined by 

Y = {(x,y) E R21 0::;; y ::;; 1, x = 0, lin or y = 0, 0::;; x ::;; I} 

Let F: Y X I ---7 Y be defined by F((x,y), t) = (x, (1 - t)y). Then F is a 
homotopy from ly to the projection of Y to the x axis. Since the latter map is 
homotopic to a constant map, Y is contractible. Let c: Y ---7 Y be the constant 
map of Y to the point (0,1). By corollary 8, ly = c, but even though these 
two maps agree on (0,1), there is no homotopy relative to (0,1) between them. 

The following theorem shows that contractible spaces are homotopically 
as simple as possible. 

10 THEOREM A space is contractible if and only if it has the same homotopy 
type as a one-point space. 

PROOF Assume that X is contractible and let F: X X I ---7 X be a contraction 
of X to a point Xo E X. Let P be the one-point space consisting of Xo and let 
f: X ---7 P and i: P C X. Then fi = Ip and F: Ix ~ if. Therefore [i] = [f)-I, 
and f is a homotopy equivalence from X to P. 

Conversely, if X has the same homotopy type as a one-point space P, let 
f: X ---7 P be a homotopy equivalence with homotopy inverse g: P ---7 X. Then 
Ix = gf. Because gf is a constant map, X is contractible. -
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1 1 COROLLARY Two contractible spaces have the same homotopy type, and 
any continuous map between contractible spaces is a homotopy equivalence. 

PROOF The first part follows from theorem 10 and the transitivity of the 
relation of having the same homotopy type. The second part follows from the 
first part and lemma 7 (and from the obvious fact that any map homotopic to 
a homotopy equivalence is itself a homotopy equivalence). • 

The next result establishes an important relation between homotopy and 
the extend ability of maps. 

12 THEOREM Let po be any point of Sn and let f: Sn ---0> Y. The following 
are equivalent: 

(a) f is null homotopic 
(b) f can be continuously extended over En+l 
(c) f is null homotopic relative to po 

PROOF (a) ==;. (b). Let F: f ~ c, where c is the constant map of Sn to yo E Y. 
Define an extension f' of f over En+l by 

f'(x) = {~(X/IIXII, 2 - 211xll) 
o s: Ilxll s: Y2 
1J2 s: II xii s: 1 

Since F(x,l) = yo for all x E Sn, the map f' is well-defined. f' is continuous 
because its restriction to each of the closed sets {x E En+l lOS: Ilxll s: Y2} 
and {x E En+! 1112 ::::; II xii ::::; I} is continuous. Since F(x,O) = f(x) for x E Sn, 
f' I Sn = f and f' is a continuous extension of f to En+l. 

(b) ==;. (c). If f has the continuous extension f': En+l ---0> Y, define 
F: Sn X I ---0> Y by 

F(x,t) = f'((1 - t)x + tpo) 

Then F(x,O) = f'(x) = f(x) and F(x,l) = f'(po) for x E Sn. Since F(po,t) = f'(po) 
for tEl, F is a homotopy relative to po from f to the constant map to f'(po). 

(c) ==;. (a). This is obvious. • 

Combining theorem 12 with lemma 7, we obtain the following result. 

13 COROLLARY Any continuous map from Sn to a contractible space has a 
continuous extension over En+l. • 

4 RETRACTION AND D":FOR~IATION 

This section is concerned mainly with inclusion maps. We consider whether 
such a map has a left inverse, a right inverse, or a two-sided inverse in either 
the category of topological spaces and continuous maps or the homotopy 
category. 1 

1 Many of the results in this section can be found in R. H. Fox, On homotopy type and de­
formation retracts, Annals of Mathematics, vol. 44, pp. 40-50, 1943 (see also H. Samelson, 
Remark on a paper by R. H. Fox, Annals of Mathematics, vol. 45, pp. 448-449, 1944). 
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A subspace A of X is called a retract of X if the inclusion map i: A C X 
has a left inverse in the category of topological spaces and continuous maps. 
Hence A is a retract of X if and only if there is a continuous map r: X --'> A 
such that ri = lA [that is, r(x) = x for x E A]. Such a map r is called a retrac­
tion of X to A. 

A subspace A of X is called a weak retract of X if the inclusion map 
i: A C X has a left homotopy inverse (that is, a left inverse in the homotopy 
category). Thus A is a weak retract of X if and only if there is a continuous 
map r: X --'> A such that ri c::::: lAo Such a map r is called a weak retraction of 
X to A. 

Anyone-point subspace is a retract of any larger space containing it. A 
discrete space with more than one point is never a weak retract of a connected 
space containing it. If A is a retract of X, it is a weak retract of X. The con­
verse is not true, as is shown by the following example. 

I EXAMPLE Let X be the closed unit squar~ 12 in R2 and let A C X be 
the comb space of example 1.3.9. Then A and X are both contractible, and 
by corollary 1.3.11, the inclusion map A C X is a homotopy equivalence. 
Therefore A is a weak retract of X. However, it can be shown that A is not a 
retract of X. 

Despite the fact that, in general, a weak retract need not be a retract, 
these concepts do coincide when A is a suitable subspace of X. This occurs 
frequently enough to warrant special consideration and will prove of use later. 
Let (X,A) be a pair and Y be a space. (X,A) is said to have the homotopy ex­
tension property with respect to Y if, given maps g: X --'> Y and G: A X 1--,> Y 
such that g(x) = G(x,O) for x E A, there is a map F: X X I --'> Y such that 
F(x,O) = g(x) for x E X and FI A X I = G. If g is regarded as a map of X X 0 
to Y, the existence of F is equivalent to the existence of a map represented by 
the dotted arrow which makes the following diagram commutative: 

AXO C A X I 

r 
n Y n 

y '" , 
XXO C X X I 

If (X,A) has the homotopy extension property with respect to Y and fa, 
il: A --'> Yare homotopic, then if fa has an extension to X, so does il; for if 
g: X --'> Y is an extension of fa and G: A X I --'> Y is a homotopy from fa to 
il, the homotopy extension property implies the existence of a map 
F: X X I --'> Y which is an extension of G, therefore F(x,l) is an extension 
of il. It follows that whether or not a map A --'> Y can be extended over X is 
a property of the homotopy class of that map. Therefore the homotopy 
extension property implies that the extension problem for maps A --'> Y is a 
problem in the homotopy category. 
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Of particular importance is the case when (X,A) has the homotopy 
extension property with respect to any space. More generally, a map f: X' ----',> X is 
called a cofibration if, given maps g: X ----',> Yand G: X' X I ----',> Y (where Y is 
arbitrary) such that g(f(x' )) = G(x',O) for x' E X', there is a map F: X X 1----',> Y 
such that F(x,O) = g(x) for x E X and F(f(X'), t) = G(X',t) for x' E X' and tEl. 
If g is regarded as a map of X X ° to Y, the existence of F is equivalent to 
the existence of a map represented by the dotted arrow which makes the fol­
lowing diagram commutative: 

X' X ° C X' X I 

f x 10] 
~ 

~ 
Y 

XXo c XXI 
Thus an inclusion map i: A C X is a co fibration if and only if (X,A) has the 
homotopy extension property with respect to any space. 

2 THEOREM If (X,A) has the homotopy extension property with respect to 
A, then A is a weak retract of X if and only if A is a retract of X. 

PROOF We show that any weak retraction r: X ----',> A is, in fact, homotopic to 
a retraction. Let i: A C X; then ri ':-::: 1A . Let G: A X I ----',> A be a homotopy 
from ri to 1A ; then G(x,O) = r(x) for x E A. Because (X,A) has the homotopy 
extension property with respect to A, there is a map F: X X I ----',> A which 
extends G such that F(x,O) = r(x) for x E X. If r': X ----',> A is defined by 
r'(x) = F(x,l), then r' is a retraction of X to A, and F is a homotopy from 
r to r'. • 

We can just as well consider inclusion maps with right homotopy 
inverses as those with left homotopy inverses. This leads to the following 
definitions. Given X' C X, a deformation D of X' in X is a homotopy 

D: X' X I ----',> X 

such that D(x',O) = x' for x' E X'. If, moreover, D(X' X 1) is contained in a 
subspace A of X, D is said to be a deformation of x' into A and X' is said to 
be deformable in X into A. A space X is said to be deformable into a subspace 
A if it is deformable in itself into A. Thus a space X is contractible if and only 
if it is deformable into one of its points. 

3 LEMMA A space X is deformable into a subspace A if and only if the 
inclusion map i: A C X has a right homotopy inverse. 

PROOF If i has a right homotopy inverse f: X ----',> A, then if ~ Ix. Let 
F: X X I ----',> X be a homotopy from Ix to if; then F(x,O) = x, so F is a defor­
mation of X, and F(X X 1) = if(X) C A, so X is deformable into A. 

Conversely, if X is deformable into A, let D: X X I ----',> X be a deforma­
tion such that D(X X 1) C A. Let f: X ----',> A be defined by the equation 

if(x) = D(x,l) x E X 



30 HOMOTOPY AND THE FUNDAMENTAL GROUP CHAP. 1 

Then D: Ix ~ if, showing that f is a right homotopy inverse of i. • 

Note that an inclusion map i: A C X never has a right inverse in the 
category of topological spaces and continuous maps except in the trivial case 
A = X. 

We now consider inclusion maps which are homotopy equivalences. A 
subspace A C X is called a weak deformation retract of X if the inclusion 
map i: A C X is a homotopy equivalence. From lemma 1.1.1 and lemma 3 
above we obtain the following result. 

4 LEMMA A is a weak deformation retract of X if and only if A is a weak 
retract of X and X is deformable into A. • 

As was the case with the concept of weak retract, there are more useful 
concepts than that of weak deformation retract. The subspace A is a strong 
deformation retract of X if there is a retraction r of X to A such that if 
i: A C X, then Ix ~ ir reI A. If F: Ix ~ ir reI A, F is called a strong deforma­
tion retraction of X to A. 

There is an intermediate concept useful in comparing the weak and 
strong forms already defined. A subspace A is called a deformation retract of 
X if there is a retraction r of X to A such that if i: A C X, then Ix ~ ir. If 
F: Ix ~ ir, F is called a deformation retraction of X to A. A homotopy 
F: X X I ~ X is a deformation retraction if and only if F(x,O) = x for 
x E X, F(X X 1) C A, and F(x,l) = x for x E A. It is a strong deformation 
retraction if and only if it also satisfies the condition F(x,t) = x for x E A and 
tEl. 

:; EXAMPLE It follows from example 1.3.4 that anyone-point subset of a 
convex subset of Rn is a strong deformation retract of the convex set. 

6 EXAMPLE Sn is a strong deformation retract of Rn+l - o. In fact the 
map F: (Rn+1 - 0) X I ~ Rn+l - 0 defined by 

tx 
F(x,t) = (1 - t)x + W x E Rn+1 - 0, tEl 

is a strong deformation retraction of Rn+1 - 0 to Sn. 

It is clear that a strong deformation retract is a deformation retract, and a 
deformation retract is a weak deformation retract. The following examples 
show that neither of these implications is reversible. 

7 EXAMPLE As in example 1 above, let X be the closed unit square and A 
be the comb space. As pointed out in example 1, the inclusion map A C X is 
a homotopy equivalence, but A is not a retract of X. Therefore A is a weak 
deformation retract of X which is not a deformation retract of X. 

8 EXAMPLE Let X be the comb space and A be the one-point subspace of 
X consisting of the point (0,1). Because X is contractible, there is a homotopy 
F from Ix to the constant map of X to A. Such a map F is a deformation re-
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traction of X to A. However, as was remarked in example 1.3.9, there is no 
homotopy relative to A from Ix to the constant map to A; therefore A is a 
deformation retract of X which is not a strong deformation retract of X. 

In the presence of suitable homotopy extension properties the three con­
cepts of deformation retract coincide, and we shall now prove this. 

9 LEMMA If X is deformable into a retract A, then A is a deformation re­
tract of X. 

PROOF Let r: X ~ A be a retraction and let i: A C X. Then r is a left 
homotopy inverse of i. Because X is deformable into A, it follows from 
lemma 3 that i has a right homotopy inverse. By lemma 1.1.1, r is also a right 
homotopy inverse of i. Since Ix c::::o ir, A is a deformation retract of X. • 

Combining lemma 9 with theorem 2 yields the following corollary. 

10 COROLLARY If (X,A) has the homotopy extension property with respect 
to A, then A is a weak deformation retract of X if and only if A is a defor­
mation retract of X. • 

II THEOREM If (X X I, (X X 0) U (A X I) U (X X 1)) has the homotopy 
extension property with respect to X and A is closed in X, then A is a defor­
mation retract of X if and only if A is a strong deformation retract of X. 

PROOF If A is a deformation retract of X, let F: X X I ~ X be a homotopy 
from Ix to ir, where r: X ~ A is a retraction and i: A C X. A homotopy 

G: [(X X 0) U (A X 1) U (X X 1)] X I ~ X 

is defined by the equations 

G((x,O), t') = x 
G((x,t), t') = F(x, (1 - t')t) 
G((x,I), t') = F(r(x), 1 - t') 

G is well-defined, because for x E A 

x E X, t' E I 
x E A; t, t' E I 
x E X, t' E I 

G((x,O), t') = x = F(x,O) 

by the first two equations and 

G((x,I), t') = F(x, 1 - t') = F(r(x), 1 - t') 

by the last two equations. G is continuous because its restriction to each of 
the closed sets (X X 0) X I, (A X I) X I, and (X X 1) X I is continuous. For 
(x,t) E (X X 0) U (A X 1) U (X XI), G((x,t), 0) = F(x,t) [because F(x,O) = x, 
and since ris a retraction, F(r(x), 1) = ir(r(x)) = r(x) = F(x,l)]. Therefore G re­
stricted to [(X X 0) U (A X 1) U (X X 1)] X 0 can be extended to (X X I) X O. 
From the homotopy extension property in the hypothesis, G restricted to 
[(X X 0) U (A X I) U (X X 1)] X 1 can be extended to (X X I) X 1. Let 
G': (X X 1) X 1 ~ X be such an extension, and define H: X X I ~ X 
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xEX 
xEX 

by H(x,t) = G'((x,t), 1). Then we have the equations 

H(x,O) = G'((x,O), 1) = G((x,O), 1) = x 
H(x,I) = G((x,I), 1) = F(r(x),O) = r(x) 
H(x,t) = G((x,t), 1) = F(x,O) = x x E A, tEl 

Therefore H is a homotopy relative to A from Ix to ir, so A is a strong defor­
mation retract of X. • 

The next result asserts that any map is equivalent in the homotopy 
category to an inclusion map that is a co fibration. Let f: X ~ Y and let Zr 
denote the quotient space obtained from the topological sum of X X I and Y 
by identifying (x,I) E X X I with f(x)'E Y. Zr is called the mapping cylinder 
of f and is depicted in the diagram 

X 

I D -----------, ---'---------L-

Y 
, , , , , , , t 

." '" II- Zr 

Y 
Mapping cylinder 

We use [x,t] to denote the point of Zr corresponding to (x,t) E X X I under 
the identification map and [y] to denote the point of Zr corresponding 
to y E Y (thus [x,I] = [f(x)] for x E X). There is an imbedding i: X ~ Zr 
with i(x) = [x,O] and an imbedding i: Y ~ Zr with i(Y) = [y]. X and Yare 
regarded as subspaces of Zr by means of these imbeddings. A retraction 
r: Zr ~ Y is defined by r[x,t] = [f(x)] for x E X and tEl and r[y] = [y] for 
y E Y. 

I 2 THEOREM Given a map f: X ~ Y, there is a commutative diagram 
i 

X --? Zr 

t\ Ir 
Y 

such that (a) I z, ::::: ir rei Y (b) i is a cofibration 
PROOF By definition, ri = f, and the triangle is commutative. 

(a) A homotopy F: Zr X I ~ Zr is defined by 

F([x,t], t') = [x, (1 - t')t + t'] x E X; t, t' E I 
F([y],t') = [y] y E Y, t' E I 

Then F: I z, ::::: ir rei Y. 
(F is continuous because '4 x I has the topology coinduced by the maps X x 
I x 1-+ Zf X I sending (x, t, t/) to ([x, t], t/) and Y x 1-+ Zf X I sending (y, t/) to 
([y], t/).) 
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(b) Let g: Z, -') Wand G: X X I -') W be such that g([x,O]) = G(x,O) 
for x E X. If H: Z, X I -') W is defined by the equations 

H([y],t') = g[y] yEY,t'EI 

, (g[x, (2t - t')/(2 - t')] 0 ~ t' ~ 2t ~ 2, x E X 
H([x,t], t) = G(x, (t' _ 2t)/(1 - t)) 0 ~ 2t ~ f ~ 1, x E X 

then H([x,t], 0) = g[x,t] and H([y],O) = g[y], and HI X X 1= G. • 

It follows that the map i: X C Z, is a cofibration equivalent in the 
homotopy category to the map f: X -') Y. The mapping cylinder can be used 
to prove the following amusing result. 

13 THEOREM Two spaces X and Y have the same homotopy type if and 
only if they can be imbedded as weak deformation retracts of the same 
space Z. 

PROOF If X and Y can be imbedded as weak deformation retracts of the 
same space Z, then X and Y each have the same homotopy type as Z. There­
fore X and Y have the same homotopy type. 

Conversely, if f: X -') Y is a homotopy equivahmce, it follows from 
theorem 12 that if Z, is the mapping cylinder of f, then the composite 
X --4 z, -4 Y is a homotopy equivalence. Because r is a homotopy equiva­
lence, this implies that i is a homotopy equivalence. By theorem 12a, i: Y -') Z, 
is a homotopy equivalence. Therefore X and Yare imbedded as weak defor­
mation retracts in Z,. • 

All the foregoing concepts can also be considered for pairs. For example, 
a pair (X',A') C (X,A) is a strong deformation retract if there is a map 
F: (X,A) X I -') (X,A) such that F(x,O) = x for x EX, F(X X 1) ex', 
F(A X 1) C A', and F(x',t) = x' for x' E X' and tEl. The mapping cylinder 
of a map f: (X,A) -') (Y,B), where A is closed in X, is the pair (Z,,,Z'2)' where 
Z" is the mapping cylinder of the map II: X -') Y defined by f and Z'2 is the 
mapping cylinder of the map 12: A -') B defined by f. A map f: (X',A') -') 
(X,A) is a cofibration if, given maps g: (X,A) -') (Y,B) and G: (X' ,A') X 1-') 
(Y,B) [where (Y,B) is arbitrary] such that G(x',O) = gf(x') for x' E X', there 
exists a map F: (X,A) X I -') (Y,B) such that F(x,O) = g(x) for x E X and 
G(x',t) = F(f(x'), t) for x' E X' and t E 1. All the results remain valid when 
suitably formulated for pairs. 

:; H SPACES 

In some cases it is possible to introduce a natural group structure in the set 
of homotopy classes of maps from one space (or pair) to another. In this 
section we consider spaces P such that [X;P] admits a group structure for all 
X. It is not surprising that there is a close relation between natural group 
structures on [X;P] for all X and "grouplike" structures on P. 
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We shall work in the homotopy category of pointed topological spaces, 
although much of what we do is also valid in the homotopy category of 
topological spaces. If X and Yare pointed topological spaces, [X; Y] will de­
note the set of base-paint-preserving homotopy classes of continuous maps 
X ~ Y (with all homotopies understood to be relative to the base point). 
Thus [X; Y] is the set of morphisms from X to Y in the homotopy category of 
pointed topological spaces. 

One method of obtaining a group structure on [X;P] is to start with a 
group structure on P. Thus, let P be a topological group with identity element 
as base point. There is a law of composition in the set of all base-point­
preserving continuous maps from X to P defined by pointwise multiplication 
of functions. That is, if gl, g2: X ~ P, then glg2: X ~ P is defined by 
glg2(X) = gl(X)g2(X), where the right-hand side is the group product in P. With 
this law of composition, the set of base-paint-preserving continuous maps 
from X to P is a group (which is abelian if P is abelian). The law of composi­
tion carries over to give an operation on homotopy classes such that [gl][g2] = 
[glg2], and we have the follOWing theorem. 

I THEOREM If P is a topological group, 1TP is a contravariant functor from 
the homotopy category of pointed topological spaces to the category of groups 
and homomorphisms. • 

We give two examples. 

2 51 is an abelian topological group (the multiplicative group of complex 
numbers of norm 1). Therefore [X;51 ] is an abelian group, and if f: X ~ Y, 
then f#: [Y;51] ~ [X;51 ] is a homomorphism. 

3 53 is a topological group (the multiplicative group of quatemions of 
norm 1). Therefore [X;53] is a group, and if f: X ~ Y, then f#: [Y;53] ~ [X;53 ] 

is a homomorphism. 

This group structure on [X;P] was deduced from a group structure on 
the set of base-paint-preserving continuous maps from X to P. There are situ­
ations in which [X;P] admits a natural group structure, but the set of base­
point-preserving continuous maps from X to P has no group structure. For 
example, if P is a pointed space having the same homotopy type as some 
topological group P', then 1TP is naturally equivalent to 1TP '. Therefore 1TP can 
be regarded as a functor to the category of groups. The following definitions 
will be used to describe the additional structure needed on a pointed space P 

in order that 1TP take values in the category of groups and homomorphisms. 
If f: X ~ Y and g: X ~ Z, we define 

(f,g): X ~ Y X Z 

to be the map (f,g)(x) = (f(x),g(x)) for x E X. 
An H space consists of a pointed topological space P together with a con­

tinuous multiplication 

p,: P X P~ P 
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for which the (unique) constant map c: P ---7 P is a homotopy identity, that is, 
each composite 

P ~ P X P !:" P and P ~ P X P ~ P 

is homotopic to Ip . The multiplication p, is said to be homotopy associative if 
the square 

PXPxP~ PxP 

1 x 111 

PXP 

is homotopy commutative, that is, p, 0 (p, X 1) ~ p, 0 (l X p,). A continuous 
function qy: P ---7 P is called a homotopy inverse for P and p, if each of 
the composites 

and 

is homotopic to c: P ---7 P. 
A homotopy-associative H space with a homotopy inverse satisfies the 

group axioms up to homotopy. Such a pointed space is called an H group. 
Clearly, any topological group is an H group. 

A multiplication p, in an H space is said to be homotopy abelian if the 
triangle 

P 

where T(Pl,P2) = (P2,Pl), is homotopy commutative. An H group with 
homotopy-abelian multiplication is called an abelian H group. 

If P and P' are H spaces with multiplications p, and p,', respectively, a 
continuous map 0': P ---7 P' is called a homomorphism if the square 

is homotopy commutative. 

4 THEOREM A pointed space having the same homotopy type as an 
H space (or an H group) is itself an H space (or H group) in such a way that 
the homotopy equivalence is a homomorphism. 
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PROOF Let f: P ~ P' and g: P' ~ P be homotopy inverses and let P be an 
H space with multiplication f.L: P X P ~ P. If /L': P' X P' ~ P' is defined to 
be the composite 

P'XP'~PXP~P~P' 

then /L' is a continuous multiplication in P' and the composite P' ~ 
P' X P' -4 P' equals the composite P' -!4 P ~ P X P J4 P -4 P', which 
is homotopic to the composite P' -4 P -4 P'. Because fg ~ Ip , the map 
/L' 0 (I,c') is homotopic to I p . Similarly, the map /L' 0 (c',I) is homotopic to 
Ip . Therefore P> is an H space. Because the square 

P'XP'£P' 

gXgl 19 
PxP-4P 

is homotopy commutative, g is a homomorphism (and so is f). If /L is homotopy 
associative or homotopy abelian, so is f.L', and if cp: P ~ P is a homotopy 
inverse for P, then fcpg: P' ~ P' is a homotopy inverse for P'. -

Given an H space P, for any pointed space X there is a law of composi­
tion in [X;P] defined by [gl][g2] = [/L 0 (gl,g2)]' If P is an H group, [X;P] 
becomes a group with this law of composition, and if f: X ~ Y, then 
f#: [Y,P] ~ [X;P] is a homomorphism. Therefore we have the following 
theorem. 

S THEOREM If P is an H group, TTP is a contravariant functor from the 
homotopy category of pointed topological spaces with values in the category 
of groups and homomorphisms. If P is an abelian H group, this functor takes 
values in the category of abelian groups. -

It is interesting that the following converse of theorem 5 is also valid. 

6 THEOREM If P is a pointed space such that TTP takes values in the cate­
gory of groups, then P is an H group (abelian if TTP takes values in the 
category of abelian groups). Furthermore, for any pointed space X, the group 
structure on 7TP(X) is the same as that given by theorem 5. 

PROOF Let Pl: P X P ~ P and P2: P X P ~ P be the projections, and let 
/L: P X P ~ P be a map such that [/L] = [Pl] * [P2], where «- is the law 
of composition in the group [P X P; PJ. For any maps f, g: X ~ P, 
(j,g)#: [P X P; P] ~ [X;P] is a homomorphism and 

[/L 0 (j,g)] = (j,g)#[/L] = (j,g)#([Pl] * [P2]) 
= (j,g)#[Pl] * (j,g)#[P2] = [f] * [g] 

This shows that the multiplication in [X;P] is induced by the multiplication 
map /L. 

Let X be a one-point space. The unique map X ~ P represents the 
identity element of the group [X;P]. Because the unique map P ~ X induces 
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a homomorphism [X;P] --0> [P;P], it follows that the composite P --0> X --0> P, 
which is the constant map c: P --0> P, represents the identity element of [P;P]. 
It follows that f.L 0 (Ip,c) c::-:: Ip and f.L 0 (c,lp) c::-:: I p. Therefore P is an H space. 

To prove that f.L is homotopy associative, let ql, q2, q3: P X P X P --0> P 
be the projections. Then 

Similarly, 

[f.L 0 (1 X f.L)] = (1 X f.L)#[f.L] = (1 X f.L)#[pl] * (1 X f.L)#[p2] 
= [ql] * [f.L(q2,q3)] = [ql] * ([q2] * [q3]) 

Because [P X P X P; P] has an associative multiplication, f.L 0 (1 X f.L) ~ 
f.L 0 (f.L XI). 

To show that P has a homotopy inverse, let <:p: P --0> P be such that 
[Ip] * [<:p] = [c]; then f.L(Ip,<:p) c::-:: c. Also, [<:p] * [Ip] = [c], and so f.L(<:p,Ip) c::-:: c. 
Therefore <:p is a homotopy inverse for P. 

This proves that P is an H group and that the multiplication in 'rTP is in­
duced from that on P. If [P X P; P] is an abelian group, a similar argument 
shows that P is an abelian H group. -

The following complement to theorems 5 and 6 is easily established by 
similar methods. 

7 THEOREM Let a: P --0> P' be a map between H groups. Then a# is 
a natural transformation from 'rTP to 'rTP ' in the category of groups if and only 
if a is a homomorphism. -

We describe a particularly useful example of an H group. Let Y be 
a pointed topological space with base point yo. The loop space of Y (based at 
yo), denoted by SlY [or by Sl(Y,yo)], is defined to be the space of continuous 
functions w: (I,i) --0> (Y,yo) topologized by the compact-open topology. SlY is 
regarded as a pointed space with base point Wo equal to the constant map of 
I to yo. There is a map 

defined by 

, {W(2t) 
f.L(w,w)(t) = w'(2t _ 1) 

To prove that f.L is continuous, let E: SlY X I --0> Y be the evaluation map. By 
theorem 2.8 in the Introduction, it suffices to show that the composite 

/L x 1 E 
SlY X SlY X I ~ SlY X I --0> Y 

is continuous. The formula which defines f.L shows that this composite is con­
tinuous on each of the closed sets SlY X SlY X [0,1;2] and SlY X SlY X [1;2,1]. 

We construct a number of homotopies to show that SlY is an H group. 
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Similar formulas will be used again in Sec. 1. 7 to define homotopies of (non­
closed) paths in a topological space. 

To prove that the map w ---> /-t(w,wo) is homotopic to the identity map of 
[l Y, define F: [l Y X I ---> [l Y by 

F( w,t)(t') = 
w(~) 

t + 1 
O<t,<!22 

- - 2 

!22<t'<l 2 - -yo 

This formula shows that E(F Xl): ([l Y X I) X 1---> Y is continuous; there­
fore F is continuous and is a homotopy from the map w ---> /-t( w,wo) to lilY' 
Similarly, the map w ---> /-t(wo,w) is homotopic to lilY' Therefore [ly is an 
H space with multiplication /-to 

To show that /-t is homotopy associative, define 

G: [ly X [ly X [lY X 1---> [ly 

by the formula 

E(G X l)(w,w',wl/,t,t') = 

w(~) 
t + 1 

w'(4t' - t - 1) 

WI/(_4_f-,--_2_-_t) 
2 - t 

O<t,<t+l 
- - 4 

~<t'< t+2 
4 - - 4 

t+2<t'<1 
4 - -

Then G: /-t 0 (/-t X lilY) ~ /-t 0 (lilY X /-t), showing that /-t is homotopy associative. 
We define a homotopy inverse qy: [ly ---> [ly by qy(w)(t) = w(l - t). Then 

we define H: [lY X 1---> [ly by 

yo 

w(2t' - t) 

E(H X l)(w,t,t') = 
w(2 - 2t' - t) 

Yo 

O<t'<~ - - 2 

~<t'<l 
2 - - 2 

l<t'<l-~ 2 - - 2 

t 
1--<t'<1 2 - -

H is a homotopy from the map w ---> /-t( w,qy( w)) to the constant map of [l Y to 
itself. Similarly, there is a homotopy from the map w ---> /-t(qy(w),w) to the con­
stant map of [l Y. Therefore qy is a homotopy inverse for [l Y, and [l Y is an 
H group. 

If h: Y ---> Y' preserves base points, there is a map 

[lh: [l Y ---> [l Y' 
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defined by nh(w)(t) = h(w(t)). Clearly, nh is a homomorphism, and we sum­
marize these remarks about loop spaces as follows. 

8 THEOREM The loop functor n is a covariant functor from the category 
of pointed topological spaces and continuous maps to the category of H 
groups and continuous homomorphisms. -

The functor n also preserves homotopies. That is, if ho, hI: Y --'.> Y' are 
homotopic by a homotopy ht, then nho, nh I : ny --'.> ny' are homotopic by a 
homotopy nht. which is a continuous homomorphism for each t E 1. 

6 SUSPENSION 

This section deals primarily with results dual to those of Sec. 1.5. We consider 
pointed spaces Q such that 7TQ is a covariant functor from the homotopy cate­
gory of pointed spaces to the category of groups and homomorphisms, and 
this leads to the concept of H cogroup, dual to that of H group. An important 
example of an H cogroup is the suspension of a pOinted space, a concept dual 
to that of the loop space. The homotopy groups of a space defined in the sec­
tion are examples of groups of homotopy classes of maps from suspensions to 
the space. 

If X and Yare pointed topological spaces, their sum in the category of 
pointed topological spaces will be denoted by X v Y. If X has base point Xo 
and Y has base point yo, X v Y may be regarded as the subspace X X yo U Xo X Y 
of X X Y. If f: X --'.> Z and g: Y --'.> Z, we let (f,g): X v Y --'.> Z be the map de­
fined by the characteristic property of the sum [that is, (f,g) I X = f and 
(f,g) I Y = g). 

An H cogroup consists of a pointed topological space Q together with a 
continuous co multiplication 

v: Q --'.> Q v Q 

such that the follOwing properties hold: 

Existence of homotopy identity. If c: Q --'.> Q is the (unique) constant 
map, each composite 

Q~QvQ~Q and Q~QvQ~Q 
is homotopic to IQ. 
Homotopy associativity. The square 

QvQ 

is homotopy commutative. 

QvQ 

llvV 

QvQvQ 
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Existence of homotopy inverse. There exists a map 1/;: Q ~ Q such that 
each composite 

Q~QvQ~Q and Q~QvQ~Q 

is homotopic to c: Q ~ Q. 

If X is any pointed space and Q is an H cogroup, there is a law of 
composition in [Q;X] defined by [fl][fz] = [(fdz) 0 v] which makes [Q;X] a 
group. 

An H cogroup is said to be abelian if the triangle 

Q 

v/ '\ 
T' 

QvQ~QvQ 

where T(ql,qZ) = (qZ,ql) for ql, qz E Q, is homotopy commutative. 
If Q and Q' are H cogroups with comultiplications v and v', respectively, 

a continuous map f3: Q ~ Q' is called a homomorphism if the square 

Q ~ Q vQ 

III lllv Il 
Q' ~ Q'vQ' 

is homotopy commutative. 
The proofs of the following theorems are dual to the proofs of the 

corresponding statements about H groups (see theorems 1.5.4, 1.5.5, 1.5.6, 
and 1.5.7) and are omitted. 

I THEOREM A pointed space having the same homotopy type as an 
H cogroup is itself an H cogroup in such a way that the homotopy equiva­
lence is a homomorphism. -

2 THEOREM If Q is an H cogroup, 'TTQ is a covariant functor from the homo­
topy category of pointed spaces with values in the category of groups and 
homomorphisms. If Q is an abelian H cogroup, this functor takes values in the 
category of abelian groups. -

3 THEOREM If Q is a pointed space such that 'TTQ takes values in the cate­
gory of groups, then Q is an H cogroup (abelian if'TTQ takes values in the cate­
gory of abelian groups). Furthermore, the group structure on 'TTQ(X) is identical 
with that determined by the H cogroup structure of Q as in theorem 2. -

4 THEOREM If f3: Q ~ Q' is a map between H cogroups, then f3# is 
a natural transformation from 'TTQ' to 'TTQ in the category of groups if and only 
if f3 is a homomorphism. -

We describe an example of an H cogroup dual to the loop-space example 
of an H group. Let Z be a pointed topological space with base point zoo The 



SEC. 6 SUSPENSION 41 

suspension of Z, denoted by SZ, is defined to be the quotient space of Z X I 
in which (Z X 0) U (zo X 1) U (Z X 1) has been identified to a single point. 
This is sometimes called the reduced suspension in the literature, the term 
"suspension" being used for the suspension in the category of spaces (no base 
points). The latter is defined to be the quotient space of Z X I in which Z X 0 is 
identified to one point and Z X 1 is identified to another point. 

If (z,t) E Z X I, we use [z,t] to denote the corresponding point of SZ 
under the quotient map Z X I ----,) SZ. Then [z,O] = [zo,t] = [z',l] for all z, 
z' E Z and tEl. The point [zo,O] E SZ is also denoted by Zo, and SZ is 
a pointed space with base point zoo If J: Z ----,) Z', then Sf: SZ ----,) SZ' is defined 
by Sf[z,t] = [f(z), t]. Thus S is a covariant functor from the category of 
pointed spaces and continuous maps. To show that it is a covariant functor 
to the category of H cogroups and homomorphisms, we define a co multiplication 

1J: SZ ----,) SZ v SZ 

by the formula 

([ ]) _ {([z,2t], zo) 
1J z,t - (zo, [z, 2t - 1]) 

0< t < ~ 
~ < t < 1 

and illustrate it in the diagram (where the dotted lines are collapsed to one 
point). 

Zo\ 

5Z 5Zv 5Z 

The map 1J provides SZ with the structure of an H cogroup such that if 
J: Z ----,) Z', then Sf is a homomorphism. This can be verified directly or 
deduced from properties of loop spaces already established. We follow the 
latter course. 

The functors Q and S defined from the category of pointed spaces and con­
tinuous maps to itself are examples of ad;oint functors. This means that for 
pointed spaces Z and Y there is a natural equivalence 

hom (SZ,Y):::::: hom (Z,QY) 

where both sides are interpreted as the set of morphisms in the category of 
pointed spaces and continuous maps. This equivalence results from theorem 2.8 
in the Introduction, and if g: Z ----,) Q Y, the corresponding g': SZ ----,) Y is de­
fined by g'[z,t] = g(z)(t) for z E Z and tEl. It is obvious that if h: Y ----,) Y', 
then (Qh 0 g)' = hog', and if J: Z' ----,) Z, then (g 0 f)' = g' 0 Sf. Therefore 
the equivalence g ~ g' comes from a natural equivalence from the functor 
hom (S . , .) to the functor hom (. , Q '). 
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This natural equivalence passes to morphisms in the homotopy category 
of pointed spaces. For pointed spaces a homotopy G: Z X [ ----> Y must map 
Zo X [ into yo. Therefore it defines a map F: Z X [/zo X [ ----> Y. Because 
S(Z X [/zo X [) can be identified with SZ X [/zo X [by the homeomorphism 

[(z,t), t'] (-0'> ([z,t'], t) z E Z; t, t' E [ 

it follows that homotopies F: Z X [/zo X [ ----> QY correspond bijectively to 
homotopies F': SZ X [/zo X [ ----> Y. Therefore the equivalence above gives 
rise to an equivalence 

[SZ;Y];:::; [Z;QY] 

such that if the maps g: Z ----> Q Y and g': SZ ----> Yare related by g'[ z,t] = g(z)( t), 
then [g'] corresponds to [g]. Hence there is a natural equivalence from the 
functor [S . ; .] to the functor [. ; Q ']. 

It follows from these remarks that for a fixed pointed space Z the functor 
'lTsz is naturally equivalent to the composite functor 'lTz 0 Q. Here Q is 
regarded as a covariant functor to the homotopy category of H groups and 
homomorphisms. Then the composite 'lTz 0 Q takes values in the category of 
groups and homomorphisms. By theorem 3, SZ is an H cogroup, and the map 
v: SZ ----> SZ v SZ defined above is the one which is the comultiplication in the 
H cogroup SZ (or is homotopic to it). In similar fashion, if f: Z ----> Z', 
the natural transformation (Sf)# from 'lTsz' to 'lTsz corresponds to the natural 
transformation f# from the composite 'lTZ' 0 Q to the composite 'lTz 0 Q. Because 
the latter is a natural transformation in the category of groups, so is (Sf)#, 
and by theorem 4, Sf is a homomorphism of the H cogroup SZ to the 
H cogroup SZ'. 

These statements are summarized as follows. 

5 THEOREM The suspension functor S is a covariant functor from the 
category of pointed spaces and maps to the category of H cogroups and con­
tinuous homomorphisms. • 

The functor S also preserves homotopies. That is, if fo, f1: Z ----> Z' are 
homotopic by a homotopy ft, then Sfo, Sf1 are homotopic by a homotopy Sft, 
which is a continuous homomorphism for each t E 1. 

We now show that for n ?:: 1 the sphere Sn is homeomorphic to a sus­
pension, and thus obtain an interesting family of H cogroups. The correspond­
ing functors are known as the homotopy group functors and are particularly 
important. 

6 LEMMA For n ?:: 0, S(Sn) is homeomorphic to Sn+1. 

PROOF Let po = (1,0, ... ,0) be the base point of Sn. We regard Rn+1 as 
imbedded in Rn+2 as the set of points in Rn+2 whose (n + 2)nd coordinate 
is O. Then Sn is imbedded as an equator in Sn+1. 

Sn = {z E Rn+2111zll = 1 and Zn+2 = O} 

and En+1 is also imbedded in En+2: 
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En+l = {Z E Rn+Zlllzll :::: 1 and Zn+Z = O} 

Let H+ and H_ be the two closed hemispheres of Sn+l defined by the equator 
Sn. Then 

H+ = {z E Sn+llzn+z ~ O} and H_ = {z E Sn+llzn+2:::: O} 

and Sn+l = H+ U H_ and Sn = H+ n H_. Furthermore, the projection map 
Rn+Z ~ Rn+l defines projection maps p+: H+ ~ En+1 and p_: H_ ~ En+l, 
which are homeomorphisms. A map f: S(Sn) ~ Sn+l is defined by 

{p_ -1(2tz + (1 - 2t)po) 
f[z,t] = p+ -1((2 _ 2t)z + (2t - l)po) 

and is verified to be a homeomorphism f: S(Sn) ;:::::; Sn+l. • 
For n ~ 1 the nth homotopy group functor 'TTn is the covariant functor 

on the homotopy category of pointed spaces defined by 'TTn = 'TTsn. It follows 
from theorems 6 and 5 that these functors take values in the category of 
groups and homomorphisms. 

In the last two sections of this chapter we give another definition of 'TTl 
and study it in more detail. In Chapter 7 we return to the study of the higher 
homotopy groups 'TT n. 

The following necessary and sufficient condition for a map Sn ~ X to 
represent the trivial element of 'TTn(X) is an immediate consequence of 
theorem 1.3.12. 

7 THEOREM A map a: Sn ~ X represents the trivial element of 'TTn(X) for 
n ~ 1 if and only if a can be continuously extended over En+1. • 

Before leaving this section let us consider the interplay between two 
possible group structures on the set [X; Y] for particular pointed spaces X and 
Y (for example, if X is an H cogroup and Y is an H group, this set can 
be given a group structure in two ways). It is a fact that under rather general 
circumstances two laws of composition on hom (X, Y) in a category are equal, 
and we establish this result. 

8 THEOREM Let X and Y be objects in a category and let * and *' be two 
laws of composition in hom (X,Y) such that 

(a) * and *, have a common two-sided identity element 
(b) * and *' are mutually distributive 

Then * and *' are equal, and each is commutative and associative. 

PROOF Statement (a) means there is a map fa: X ~ Y such that for any 
f: X~ Y 

f * fa = fa * f = f = f *' fa = fa *' f 
Statement (b) means that for II, fz, gl, gz: X ~ Y 

(fl * fz) *' (gl * gz) = (II *' gl) * (fz *' gz) 
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If f, g: X ~ Y, then 

f * g = (f *, fo) * (fo *, g) = (f * fo) *, (fo * g) = f *, g 

and g * f = (fo *, g) * (f *, fo) = (fo * f) *, (g * fo) = f *, g 

Therefore f * g = f *, g = g * f. For associativity we have 

(f * g) * h = (f * g) *, (fo * h) = (f *, fo) * (g *, h) = f * (g * h) • 

9 COROLLARY If P is an H space and Q is any H cogroup, then [Q;P] is 
an abelian group and the group structure is defined by the multiplication map 
in P. 

PROOF This follows on observing that the two laws of composition defined 
in [Q;P] by using the comultiplication in Q or the multiplication in P satisfy 
the hypotheses of theorem 8. • 

Note that if P is just an H space (but not an H group), the law of com­
position in [X;P] defined by the multiplication in P is in general not a group 
structure on [X;P]. However, if X is an H cogroup (for instance, a suspension), 
it follows from corollary 9 that this law of composition is a group structure on 
[X;P], and in this case the resulting group structure on [X;P] is the same no 
matter what multiplication map P is given (so long as it is an H space). 

10 COROLLARY If P is an H space, '7Tn(P) is abelian for all n ~ 1 and the 
group structure in '7T n(P) is defined by the multiplication map in P. • 

For a double suspension S(SZ) whose points are represented in the form 
[[z,t],t'], with z E Z and t, t' E I, there are two laws of composition in the 
set of maps S(SZ) ~ X. Iff, g: S(SZ) ~ X, we define 

(f * )[[ ]'] {f[[z,2t], t'] 
g z,t, t = g[[z, 2t _ 1], t'] 

and 

*, {f[[z,t], 2t'] 
(f g)[[z,t], t'] = g[[z,t], 2t' _ 1] 

o ~ t ~·Ih 
lh~t~l 

o~t'~1h 
1h~t'~1 

The corresponding operations in [S(SZ);X] satisfy the hypotheses of theorem 8. 
Therefore they are equal, and [S(SZ);X] is an abelian group. In particular, we 
have the following corollary. 

II COROLLARY For n ~ 2, '7Tn is a functor to the category of abelian 
groups. • 

A similar argument can be applied to the loop space gp, where P is itself 
an H space. There is a multiplication map in gp, because it is a loop space, 
and another multiplication obtained from the original multiplication in P. The 
corresponding laws of composition in [X;gP] satisfy theorem 8. Therefore it 
follows that if P is an H space, '7Tfl.P is a contravariant functor to the category 
of abelian groups. 
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7 THE FUNDAMENTAL GROUPOID 

This section concerns paths in a topological space. This leads to another 
description (in Sec. 1.8) of the first homotopy group 7T1. introduced in Sec. 1.6. 
We shall have occasion to define a number of homotopies between paths in a 
topological space. These homotopies are generalizations (to non closed paths) 
of those used in Sec. 1.5 to prove that a loop space is an H group and are de­
fined by the same formulas (except that the t and t' arguments are interchanged). 
It is clear that this repetition of formulas could have been eliminated by 
proving a suitably general result about path spaces instead of merely consid­
ering loop spaces in Sec. 1.5. However, each usage has its own value, and 
it is hoped that the repetition may be an aid to understanding the formulas. 

A groupoid is a small category in which every morphism is an equiva­
lence. We list without proof a number of facts about groupoids which are 
easy consequences of general properties of categories. 

I The relation between obiects A and B of a groupoid defined by the con­
dition hom (A,B) =1= 0 is an equivalence relation. • 

The equivalence classes of this equivalence relation are called the com­
ponents of the groupoid. The groupoid is said to be connected if it has just 
one component. 

2 For any obiect A of a groupoid, the law of composition which sends 
f, g: A ~ A to fog: A ~ A is a group operation in hom (A,A). • 

3 There is a covariant functor from any groupoid to the category of groups 
and homomorphisms which assigns to an obiect A the group hom (A,A) and 
to a morphism f: A ~ B the homomorphism 

hf : hom (A,A) ~ hom (B,B) 

defined by hf (g) = fog 0 f- 1 for g: A ~ A. • 

Because any morphism f: A ~ B in a groupoid is an equivalence, 
hf: hom (A,A) ~ hom (B,B) is an isomorphism. The following statement 
describes the collection of isomorphisms obtained by taking all possible mor­
phisms f: A ~ B. 

4 If A and B are in the same component of a groupoid, the collection 
of isomorphisms {h f I f: A ~ B} is a coniugacy class of isomorphisms 
hom (A,A) ~ hom (B,B). • 

it Let F be a covariant functor from one groupoid 8 to another 8'. Then F 
maps each component of 8 into some component of 8', and there is a natural 
transformation F* (A) from the covariant functor home (A,A) on 8 to the co­
variant functor home' (F(A), F(A)) on 8 defined by 

F* (A)(f) = F(f): F(A) ~ F(A) f: A ~ A • 
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With these general remarks about groupoids out of the way, we proceed 
to define the fundamental groupoid. A path w in a topological space is defined 
to be a continuous map w; I --? X [note that the path is the map, not just the 
image set w(I)]. The origin of the path is the point w(O), and the end of the 
path is the point w(l). We also say that w is a path from w(O) to w(l). A closed 
path, or loop, at Xo E X is a path w such that w(O) = Xo = w(l). If wand w' 
are paths in X such that end w = orig w', there is a product path w * w' in X 
defined by the formula 

I {W(2t) 
(w * w)(t) = w'(2t _ 1) 

Then orig (w * w') = orig wand end (w * w') = end w'. 
We should like to form a category whose objects are the points of 

X, whose morphisms from Xl to Xo are the paths from Xo to Xl, and with the 
composite defined to be the product path. With these definitions, neither 
axiom of a category is satisfied. That is, there need not be an identity mor­
phism for each point, and it is generally not true that the associative law for 
product paths holds [that is, w * (w' * w") is usually different from (w * w') * w"]. 
A category can be obtained, however, if the morphisms are defined not to be 
the paths themselves, but instead, homotopy classes of paths. 

Two paths wand w' in X are briefly said to be homotopic, denoted 
by w ~ w', if they are homotopic relative to i. Thus a necessary condition 
that w ~ w' is that w(O) = W'(O) and w(l) = w'(l). For any xo, Xl E X the 
relation w ~ w' is an equivalence relation in the set of paths from Xo to Xl. 

The resulting equivalence classes are called path classes, and if w is a path in 
X, the path class containing it is denoted by [w]. Since two paths in the same 
path class have the same origin and the same end, we can speak of the origin 
and the end of a path class. 

We shall construct a category whose objects are the points of X and 
whose morphisms from Xl to Xo are the path classes with Xo as origin and Xl 

as end. The following lemma shows that the path class of the product of two 
paths depends only on the path classes of the factors, and it will be used to 
define the composite in the category. 

6 LEMMA Let [w] and [w'] be path classes in X with end [w] = orig [w']. 
There is a well-defined path class [w] * [w'] = [w * w'] with orig ([w] * [w']) = 
orig [w] and end ([w] * [w']) = end [w']. 

PROOF To prove that w ~ Wl and w' ~wi imply w * w' ~ Wl * wi, let 
F; I X I --? X be a homotopy relative to j from w to Wl and let F'; I X I --? X 
be a homotopy relative to j from w' to wi. A homotopy F * F'; I X I --? X is 
defined by the formula 

(F F/)( t') {F(2t,tl) * t, = F(2t _ 1, t') 
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and illustrated in the diagram 

Wi WI 

~ ~ 
F*F' 

Then F * F: w * w' c::o:: WI * WI rel i. • 
7 THEOREM For each topological space X there is a category 0'(X) whose 
obiects are the points of X, whose morphisms from Xl to Xo are the path 
classes with Xo as origin and Xl as end, and whose composite is the product of 
path classes. 

PROOF To prove the existence of identity morphisms, let ex: I --3> X be the 
constant map of I to X for any X E X. We show that [ex] = Ix. If W is a path 
with w(l) = x, we must prove that w * ex c::o:: w (with a similar property for 
paths with origin at x). Such a homotopy F: I X I --3> X is defined by 
the formula 

W(r ~ 1) 
F(t,t') = 

X 

O<t<t'+l 
- - 2 

t'+l<t<l 
2 - -

and pictured in the diagram 
w 

B 
w 

F 

A similar homotopy shows that if w(O) = x, then ex * w c::o:: w. 
To prove the associativity of the composite of morphisms, let w, w', and 

w" be paths such that end w = orig w' and end w' = orig w". We must prove 
that (w * w') * w" c::o:: w * (w' * w"). Such a homotopy G: I X I --3> X is defined 
by the formula 

w(r: J O<t<t'+l 
- - 4 

G(t,t) = w'(4t - t' - 1) r+1<t<t'+2 
4 - - 4 

( 4t - 2 - t') w" -----
2 - t' 

r+2<t<1 
4 - -
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and pictured in the diagram 

w w' wI! 

tttJ 
w w' wI! 

G • 

The category 6Jl(X) is called the category of path classes of X, or the 
fundamental groupoid of X, the latter because of the following theorem. 

8 THEOREM 6Jl(X) is a groupoid. 
PROOF Given a path w in X, let w~l: I ~ X be the path defined by w~l(t) = 
w(1 - t). To prove that [w~ll = [wl~l in 6Jl(X), we must show that w * w~l c:::::: Ew(O) 

[and also that W~l * w c:::::: Ew(l), which follows, however, from the first homo­
topy, because w = (W~l)~ll. Such a homotopy H: I X I ~ X is defined by 
the formula 

w(O) 

w(2t - t') 
H(t,t l

) = 
w(2 - 2t - tl) 

w(O) 

and pictured in the diagram 

0< t < { - - 2 

{< t <1 
2 - - 2 

1<t<1-{ 
2 - - 2 

tl 
1--<t<1 2 - -

H • 

This completes the construction of the fundamental groupoid. The com­
ponents of the fundamental groupoid are called path components of X. It is 
clear that Xo, and Xl are in the same path component of X if and only if there 
is a path w in X from Xo to Xl. X is said to be path connected if its fundamental 
groupoid is connected. The following is an alternate characterization of the 
path components. 

9 THEOREM The path components of X are the maximal path-connected 
subspaces of X. 
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PROOF Let A be a path component of X and let w be a path in X such that 
w(o) EA. We show that w is a path in A. For each t E I define a path 
Wt: I ----? X by Wt(t') = w(tt') for t' E I. Then Wt is a path in X from w(O) 
to w(t). Therefore w(t) is in the same path component of X as xo, namely A. 
Since this is so for every t E I, w is a path in A. 

A is path connected because if Xo, Xl E A there is a path w in X from 
Xo to Xl. By the above result, w is a path in A. Therefore any two points of A 
can be joined by a path in A, and A is path connected. Since any path in X 
that starts in A stays in A, A is a maximal path-connected subset of X. • 

I 0 LEMMA A path-connected space is connected. 

PROOF If w is a path in X, then w(I), being a continuous image of the con­
nected space I, is connected. Therefore w(O) and w(l) lie in the same compo­
nent of X. If X is path connected, any two points of X lie in the same 
component, and X is connected. • 

The converse of lemma 10 is false, as is shown by the following example. 

II EXAMPLE Let X be the subspace of R2 defined by 

X = {(x,y) E R2 I X > 0, y = sin 1 or X = 0, -1 ~ Y ~ I} 
X 

Then X is connected, but not path connected. 

Given a map f: X ----? Y, there is a covariant functor f# from 0l(X) to 0l(Y) 
which sends an object X of 0l(X) to the object f(x) of 0l( Y) and the morphism 
[w] of 0l(X) to the morphism f#[w] = [f 0 w] of 0l(Y). The functorial proper­
ties of f# are easily verified. From the first part of statement 5, or by direct 
verification, it follows that f maps each path component of X into some path 
component of Y. Therefore there is a covariant functor 7To from the category 
of topological spaces and maps to the category of sets and functions such that 
7To(X) equals the set of path components of X, and 

7To(f) = f#: 7To(X) ----? 7To(Y) 

maps the path component of x in X to the path component of f(x) in Y. If 
F: fo c:::o fl' then for any x E X there is a path Wx in Y from fo(x) to /1(x) de­
fined by wx(t) = F(x,t) for t E 1. Therefore fo(x) and fl(X) belong to the same 
path component of Y, and fo# = /1#. It follows that 7To can be regarded as a 
covariant functor from the homotopy category to the category of sets and 
functions. This functor characterizes the functor TTX for a contractible space X 
as follows. 

12 THEOREM If X is a contractible space, then TTX and 7To are naturally 
equivalent functors on the homotopy category. 

PROOF If X and X' have the same homotopy type, then TTX and TTX are 
naturally equivalent. It follows from corollary 1.3.11 that if P is a one-point 
space, TTX is naturally equivalent to 7Tp. It therefore suffices to prove that 7Tp 
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is naturally equivalent to 'ITo. 'lTo(P) consists of the single path component P, 
and a natural transformation 

1/;: 'lTp~ 'ITo 

is defined by 1/;[f] = f#(P) for [f] E [P;X]. Because XP is in, one-to-one corre­
spondence with X in such a way that homotopies P X I ~ X correspond to 
paths I ~ X, it follows that 1/; is a natural equivalence. • 

The functor 'ITo is closely related to the functor Ho of example 1.2.6. In 
fact, for spaces X whose components and path components coincide, Ho is 
the composite of 'ITo with the covariant functor which assigns to every set the 
free abelian group generated by that set. In particular, 'ITo could have been used 
to obtain the results of Sec. 1.2 that were obtained by using Ho. 

8 THE FUNDAMENTAL GROUP 

By choosing a fixed point xo E X and considering the path classes in X with 
xo as origin and end, a group called the fundamental group is obtained. We 
show now that this group is naturally equivalent to the first homotopy group 
'lTl, defined in Sec. 1.6. The section closes with a calculation of the fundamental 
group of the circle. 

Let X be a topological space and let xo E X. The fundamental group of 
X based at Xo, denoted by 'IT(X,xo), is defined to be the group of path classes 
with Xo as origin and end. It follows from theorem 1.7.8 and statement 1.7.2 
that this is a group, and iff: (X,xo) ~ (Y,yo), thenf#is a homomorphism from 
'IT(X,xo) to 7T(Y,yo). If, f, f': (X,xo) ~ (Y,yo) are homotopic, then 

f# = f'#: 'IT(X,xo) ~ 'IT(Y,yo). 

Therefore, we have the following theorem. 

I THEOREM There is a covariant functor from the homotopy category of 
pointed spaces to the category of groups which assigns to a pointed space its 
fundamental group and to a map f the homomorphism f#-. 

We show that the fundamental group functor 'IT is naturally equivalent to 
'IT 1 , defined in Sec. 1.6. Let ,\: I ~ S(50) be defined by '\(t) = [ -l,t], where 
50 consists of the two points -1 and 1 and 1 is its basepoint. Then ,\ induces 
a bijection ,\# between the homotopy classes of maps (S(50), 1) ~ (X,xo) and 
the path classes of closed paths in X at Xo defined by 

'\#[g] = [g'\] g: (5(50), 1) ~ (X,xo) 

From the definition of the law of composition in [5(50);X] and in 'IT(X,xo), ,\# 
is seen to be a group isomorphism. Given a map f: (X,xo) ~ (Y,yo), ,\# com­
mutes with f#. By lemma 1.6.6, S(50) is homeomorphic to 51. 
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2 THEOREM The map 11.# is a natural equivalence of the first homotopy 
group functor 7TI with the fundamental group functor 7T. -

It will sometimes be convenient to regard the elements of 7T(X,XO) as 
homotopy classes of maps (Sl,po) ~ (X,xo), rather than as path classes. 

Because any closed path at Xo (and any homotopy between such paths) 
must lie in the path component A of X containing Xo, it follows that 7T(A,xo) :::::: 
7T(X,XO). Hence the fundamental group can give information only about the 
path component of X containing Xo. From general groupoid considerations 
(see statements 1.7.3 and 1.7.4), if [w] is a path class in X from Xo to Xl, then 
h [wl is an isomorphism from 7T(X,XI) to 7T(X,XO). 

3 THEOREM The fundamental groups of a path-connected space based at 
different points are isomorphic by an isomorphism determined up to 
coniugacy. -

Even though the fundamental groups based at different points of a path­
connected space are isomorphic, we cannot identify them, because the iso­
morphism between them is not unique. If the fundamental group at some 
point (and hence all points) is abelian, the isomorphism is unique. In general, 
the fundamental group need not be abelian; however, the following conse­
quence of theorem 2 and corollary 1.6.10 is a general result about the com­
mutativity of fundamental groups. 

4 THEOREM The fundamental group of a path-connected H space is 
abelian, and if wand w' are closed paths at the base point, then 

[w] * [w'] = [,u 0 (w,w')] 

where ,u is the multiplication map in the H space. -

A space X is said to be n-connected for n ;?: 0 if every continuous map 
f: Sk ~ X for k ~ n has a continuous extension over Ek+l. A I-connected 
space is also said to be simply connected. Note that if 0 ~ m ~ n, an 
n-connected space is m-connected. It follows from theorem 1.6.7 that a space 
X is n-connected if and only if it is path connected and 7Tk(X,X) is trivial for 
every base point X E X and I ~ k ~ n. From corollary 1.3.13 we have the 
following result. 

S LEMMA A contractible space is n-connected for every n ;?: O. -

Note that a space is O-connected if and only if it is path connected, and 
a space is simply connected if and only if it is path connected, and 7T(X,XO) = 0 
for some (and hence all) points Xo E X. 

From theorem I we know that two pointed spaces having the same 
homotopy type as pointed spaces have isomorphic fundamental groups. To 
prove a similar result for two path-connected spaces which have the same 
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homotopy type as spaces (no base-point condition) we need some preliminary 
results. 

6 LEMMA Let h: I X I ~ X and let ao, a1, /30, and /31 be the paths in X 
defined by restricting h to the edges of I X I [that is, ai(t) = h(i,t) and 
/3i(t) = h(t,i)]' Then (ao * /31) * (a1- 1 * /30- 1) is a closed path in X at h(O,O) 
which represents the trivial element of 7T(X, h(O,O)). 

PROOF Let ao, ai, /30, and /3i be the paths in I X I defined by ai(t) = (i,t) 
and fJi( t) = (t,i). Then (ao * /31) * (ai-1 * /30- 1) is a closed path in I X I at 
(0,0) and h maps this closed path into (ao * /31) * (a1- 1 * /30-1 ). Since I X I is 
a convex subset of R2, it is contractible, and by lemma 5, it is simply con­
nected. Therefore 

and 

(ao * /31) * (a- 1 * /30-1) = h 0 ((ao * /31) * (ai-1 * /3'0- 1)) 
c:o:: h 0 1'(0,0) = I'h(O,O) • 

7 THEOREM Let f: (X,xo) ~ (Y,yo) and g: (X,xo) ~ (Y,Y1) be homotopic as 
maps of X to Y. Then there is a path w in Y from yo to Y1 such that 

f# = h[wJ 0 ~: 7T(X,XO) ~ 7T(Y,yo) 

PROOF Let F: X X I ~ Y be a homotopy from f to g and let w: I ~ Y be 
defined by w(t) = F(xo,t). Then w is a path in Y from yo to Y1. If W' is any 
closed path in X at Xo, let h: I X I ~ Y be defined by h(t,t') = F(w'(t), t'). 
Then h(O,t') = F(xo,t') = w(t'), h(t,l) = gw'(t), h(l,t') = w(t'), and h(t,O) = 
fW'(t). By lemma 6 we have 

(w * gw') * (w- 1 * (fW')-l) c:o:: l'yO 

This implies [wJ 0 ~[w'J 0 [WJ-1 = f#[w'J, or (h[wJ 0 g#)[w'J = f#[w'J. Since [w'] 
is an arbitrary element of 7T(X,XO), h[wJ 0 ~ = f#. • 

8 THEOREM Two path-connected spaces with the same homotopy type 
have isomorphic fundamental groups. 

PROOF Let f: X ~ Y be a homotopy equivalence with homotopy inverse 
g: Y ~ X. Let Xo E X and set yo = f(xo), Xl = g(yo), and Y1 = f(X1). Let 
fa: (X,xo) ~ (Y,yo) and II: (X,X1) ~ (Y,Y1) be maps defined by f (that is, fo and 
II are both equal to fbut are regarded as maps of pairs), and let g': (Y,yo) ~ 
(X,Xl) be defined by g. Then g' 0 fo: (X,xo) ~ (X,X1) is homotopic, as a map of 
X to X, to l(x,xo): (X,xo) C (X,xo), and II 0 g': (Y,yo) ~ (Y,Y1) is homotopic, as 
a map of Y to Y, to l(y,yo): (Y,yo) C (Y,yo). It follows from theorem 7 
that there are paths w in X from Xl to Xo and w' in Y from Y1 to yo such that 

and 



SEc.8 THE FUNDAMENTAL GROUP 

Therefore we have a commutative diagram 

7T(X,XO) ~ 7T(X,X1) 

7T(Y,yO) ~ 7T(Y,Y1) 
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g# is an epimorphism because h[wl is, and it is a monomorphism because h[w'l 

is. Therefore g# is an isomorphism. • 

We close with an example of a space with a nontrivial fundamental 
group. For this purpose we compute 7T(51 ,po) following a method used 
by Tucker1, where 51 = {ei9 } and po = 1. 

The exponential map ex: R ~ 51 is defined by ex(t) = eZ'7Tit. Then ex is 
continuous, ex(tl + tz) = ex(t1) ex(tz) (where the right-hand side is multiplica­
tion of complex numbers), and ex(tt) = ex(tz) if and only if t1 - tz is an 
integer. It follows that ex I ( -lh, lh) is a homeomorphism of the open interval 
(-lh,lh) onto 51 - {e'7Ti}. We let 

19: 51 - {e'7Ti} ~ (-lh,lh) 

be the inverse of ex I ( -lh, lh). 
A subset X C Rn will be called starlike from a pOint Xo E X if, whenever 

x E X, the closed line segment [xo,x] from Xo to x lies in X. 

9 LEMMA Let X be compact and starlike from Xo E X. Given any contin­
uous map f: X ~ 51 and any to E R such that ex(to) = f(xo), there exists a 
continuous map 1': X ~ R such that f'(xo) = to and ex(f'(x)) = f(x) for all 
x E X. 

PROOF Clearly, we can translate X so that it is starlike from the origin; hence 
there is no loss of generality in assuming Xo = O. Since X is compact, f is uni­
formly continuous and there exists e > 0 such thl:lt if Ilx - x'il < e, then 
II f(x) - f(x') II < 2 [that is, f(x) and f(x') are not antipodes in SI]. Since X is 
bounded, there exists a positive integer n such that Ilxll/n < e for all x E X. 
Then for each 0 :::;: i < n and all x E X 

II (f +n l)x - ~ II = II~II < e 

and so 

It follows that the quotient f((f + l)x/n)/f(fx/n) is a point of 51 - {e'7Ti}. Let 
gj: X ~ SI - {e'7Ti} for 0:::;: i < n be the map defined by g;(x) = 

1 See A. W. Tucker, Some topological properties of disk and sphere, Proceedings of the 
Canadian Mathematical Congress, 1945, pp. 285-309. 



54 HOMOTOPY AND THE FUNDAMENTAL GROUP CHAP. 1 

f((j + l)x/n)/f(ix/n). Then, for all x E X, we see that 

f(x) = f(O)gO(X)gl(X) ... gn-1(X) 

We define 1': X --;> R by 

I'(x) = to + 19(9o(x)) + 19(9l(X)) + ... + 19(9n-1(X)) 

I' is the sum of n + 1 continuous functions from X to R, so it is continuous. 
Clearly, 1'(0) = to and ex(f'(x)) = f(x). • 

10 LEMMA Let X be a connected space and let 1', g': X --;> R be maps such 
that ex 0 I' = ex 0 g' and I'(xo) = g'(xo) for some Xo E X. Then I' = g'. 

PROOF Let h = I' - g': X --;> R. Since ex 0 I' = ex 0 g', ex 0 h is the con­
stant map of X to po. Therefore h is a continuous map of X to R, taking only 
integral values. Because X is connected, h is constant, and since h(xo) = 0, 
h(x) = 0 for all x E X. • 

Let 0': I --;> 51 be a closed path at po. Because I is starlike from 0 and 
0'(0) = po = ex(O), it follows from lemma 9 that there exists 0": I --;> R such 
that 0"(0) = 0 and ex 0 0" = 0'. By lemma 10, 0" is uniquely characterized by 
these properties. Because ex(O"(l)) = po, it follows that 0"(1) is an integer. We 
define the degree of 0' by deg 0' = 0"(1). 

1 1 LEMMA Let 0' and /3 be homotopic closed paths in 51 at po. Then 
deg 0' = deg /3. 
PROOF Let F: I X I --;> 51 be a homotopy relative to i from 0' to /3. Because 
I X I is a starlike subset of R2 from (0,0), it follows from lemma 9 that there 
is a map F': I X 1--;> R such that F'(O,O) = 0 and ex 0 F' = F. 5ince F is a 
homotopy relative to i, F(O,t') = F(l,t') = po for all t E I. Therefore F'(O,t') 
and F'(l,t') take on only integral values for all t' E I. It follows that F'(O,t') 
must be constant and F'(l,t') must be constant. Because F(O,O) = 0, 
F'(O,t') = 0 for all t' E I. Define 0", /3': 1--;> R by O"(t) = F'(t,O) and /3'(t) = 
F'(t,l). Then 0"(0) = 0 and ex 0 0" = 0'. Therefore deg 0' = 0"(1) = F'(l,O). 
Similarly, /3'(0) = 0 and ex 0 /3' = /3, so deg /3 = /3'(1) = F'(l,l). Because 
F(l,t') is constant, F'(l,O) = F'(l,l) and deg 0' = deg /3. • 

It follows that there is a well-defined function deg from '7T(51,po) to Z de­
fined by 

deg [O'J = deg 0' 

where 0' is a closed path in 51 at po. 

12 THEOREM The function deg is an isomorphism 

deg: '7T(51,po) ;:::::; Z 

PROOF To prove that deg is a homomorphism, let 0' and /3 be two closed 
paths in 51 at po and let 0'/3 be the closed path which is their pointwise 
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product in the group multiplication of 51. We know from theorem 4 that 
[a] * [,8] = [a,8]. Let a', ,8': I ~ R be such that a'(O) = 0, ex 0 a' = a, 
,8'(0) = 0, and ex 0 ,8' = ,8. Then a' + ,8': I ~ R is such that (a' + ,8')(0) = 0 
and ex 0 (a' + ,8') = a,8. Therefore 

deg ([a] * [,8]) = deg [a,8] = (a' + ,8')( 1) 
= deg a + deg,8 = deg [a] + deg [,8] 

showing that deg is a homomorphism. 
The map deg is an epimorphism; for if n is an integer, there is a path a~ 

in R defined by a~(t) = tn. Let an = ex 0 a~. Then clearly, deg [an] = a~(I) = n. 
The map deg is a monomorphism; for if deg [a] = 0, there is a closed 

path a' in R at 0 such that ex 0 a' = a. 5ince R is simply connected (because 
it is contractible, and by lemma 5), a' ~ eo. Then ex 0 a' ~ epo. Therefore 
a ~ epo and [a] is the identity element of 'IT(51,po). • 

The method we have used to compute 'IT(51,po) will be generalized 
in Chapter 2 to give relations between the fundamental group of a space and 
the fundamental groups of its covering spaces. 

It follows from theorem 2 that 'IT(51,po) ;::::; [51,po; 51,po]. Because 51 is a 
topological group, the set [51;51] (with no base-point condition) is also a 
group under pointwise multiplication of maps, and there is an obvious 
homomorphism 

y: [51,po; 51,po] ~ [51;51] 

13 LEMMA The homomorphism 

y: [51,po; 51,po] ~ [51;51] 

is an isomorphism. 

PROOF To show that y is an epimorphism, let f: 51 ~ 51 and let f(po) = ei8 

for some 0 ::; 0 < 2'lT. Define a homotopy F: 51 X I ~ 51 by 

F(z,t) = f(z)e- it8 

Then F is a homotopy from f to a map f' such that f'(po) = po. Therefore 
y[f']po = [f'] = [f]. 

To show that y is a monomorphism, assume that f: (51,po) ~ (51,po) is 
such that y[f]po = [f] is trivial. Then f: 51 ~ 51 is null homotopic. By 
theorem 1.3.12, f is null homotopic relative to po. Therefore [f]po is trivial. • 

It follows from theorem 12 and lemma 13 that [51; 51] """ Z. The isomorphism 
can be chosen so that for each integer n the map z --+ zn from 51 to itself represents 
a homotopy class corresponding to n. 
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EXERCISES 

A CONTRACTIBLE SPACES 

I The cone over a topological space X with vertex v is defined to be the mapping cyl­
inder of the constant map X --'> v. Prove that X is contractible if and only if it is 
a retract of any cone over X. 

2 Prove that Sn is a retract of En+l if and only if Sn is contractible. 

3 If CX is a cone over X, prove that (CX,X) has the homotopy extension property with 

respect to any space. 

4 Prove that a space Y is contractible if and only if, given a pair (X,A) having the 
homotopy extension property with respect to Y, any map A --'> Y can be extended over X. 

5 Let Y be the comb space of example 1.3.9 and let yo be the point (0,1) E Y. Let Y' 
be another copy of Y, with corresponding point yo. Let X be the space obtained by form­
ing the disjoint union of Y and Y' and identifying yo with yo. Prove that X is n-connected 
for all n but not contractible. (Hint: Any deformation of X in itself must be a homotopy 
relative to Yo.) 

B ADJUNCTION SPACES 

I Let A be a subspace of a space X and let f: A --'> Y be a continuous map. The ad­
junction space Z of X to Y by f is defined to be the quotient space of the disjoint union of 

X and Y by the identifications x E A equals f(x) E Y for all x E A. Prove that if X and Y 
are normal spaces and A is closed in X, then Z is a normal space. 

2 A space X is said to be binormal if X X I is a normal space. If X is a binormal space, 
Y is a normal space, and f: X --'> Y is continuous, prove that the mapping cylinder of f is 
a normal space. 

3 Given a continuous map f: A --'> Y, where A is a subspace of a space X, prove that f 
can be extended over X if and only if Y is a retract of the adjunction space of X 

to Y by f. 
4 Let Z be the adjunction space of X to Y by a map f: A --'> Y. Prove that (Z, Y) has 
the homotopy extension property with respect to a space W if (X,A) has the homotopy 
extension property with respect to W. 

C ABSOLUTE RETRACTS AND ABSOLUTE NEIGHBORHOOD RETRACTS 

A space Y is said to be an absolute retract (or absolute neighborhood retract) if, given a 
normal space X, closed subset A C X, and a continuous map f: A --'> Y, then f can be 
extended over X (or f can be extended over some neighborhood of A in X). 

I Prove that a normal space Y is an absolute retract (or absolute neighborhood retract) 
if and only if, whenever Y is imbedded as a closed subset of a normal space Z, then Y is 
a retract of Z (or a retract of some neighborhood of Yin Z). 

2 Prove that the product of arbitrarily many absolute retracts (or finitely many 
absolute neighborhood retracts) is itself an absolute retract (or absolute neighborhood 
retract). 

3 Prove that Rn is an absolute retract for all n. 
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4 Prove that a retract of an absolute retract is an absolute retract and that a retract of 
some open subset of an absolute neighborhood retract is an absolute neighborhood 
retract. 

S Prove that En is an absolute retract and Sn is an absolute neighborhood retract for 
all n. 

6 Prove that a binormal absolute neighborhood retract is locally contractible (that is, 
every neighborhood U of a point x contains a neighborhood V of x deformable to x in U). 

7 Prove that a binormal absolute neighborhood retract is an absolute retract if and 
only if it is contractible. 

o HOMOTOPY EXTENSION PROPERTY 

I Let A be a closed subset of a normal space X, let f: X ~ Y be continuous (where Y 
is arbitrary), and let G: A X I ~ Y be a homotopy of f I A. If there exists a homotopy 
G': U X I ~ Y of flU which extends G, where U is an open neighborhood of A, show 
that there exists a homotopy F: X X I ~ Y of f which extends G. 

2 Borsuk's homotopy extension theorem. Let A be a closed subspace of a binormal 
space X. Then (X,A) has the homotopy extension property with respect to any absolute 
neighborhood retract Y. 

3 Let A be a closed subset of a binormal space X and assume that the subspace 
A X I U X X 0 C X X I is an absolute neighborhood retract. Then (X,A) has the 
homotopy extension property with respect to any space Y. 

4 Let A be a closed subset of X and B a subset of Y. Assume that (X,A) has 
the homotopy extension property with respect to B and that (X X I, X X i U A X I) 
has the homotopy extension property with respect to Y. Prove that if f: (X,A) ~ (Y,B) is 
homotopic (as a map of pairs) to a map which sends all of X to B, then it is homotopic 
relative to A to such a map. 

E COFIBRATIONS 

I Prove that any cofibration is an injective function. 

2 Prove that a composite of cofibrations is a cofibration. 

3 For a closed subspace A of X prove that the inclusion map A C X is a cofibration if 
and only if X X 0 U A X I is a retract of X X I. 

4 If A is a subspace of a Hausdorff space X, prove that if A C X is a cofibration, then 
A is closed in X. 

S Assume that X is the union of closed subsets Xl and X2 and let A be a subset of X 
such that Xl n X2 C A. Prove that if A n Xl C Xl and A n X2 C X2 are cofibrations, 
so is A ex. 
6 Let A be a closed subspace of a space X. Prove that the following are equivalent: 1 

(a) A C X is a cofibration. 
(b) There is a deformation D: X X I ~ X rei A [that is, D(x,O) = x and D(a,t) = a 
for x E X, a E A, and tEl] and a map cp: X ~ I such that A = cp-l(l) and 
D(cp-l(O,l] X 1) C A. 

1 If X is normal, the equivalence of (a) and (c) is proved in C. S. Young, A condition for the 
absolute homotopy extension property, American Mathematical Monthly, vol. 71, pp. 896-897, 
1964. 
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(c) There is a neighborhood U of A deformable in X to A rei A [that is, there is a 
homotopy H: U X I ~ X such that H(x,O) = x, H(a,t) = a, and H(x,l) E A for 
x E U, a E A, and t E 1] and a map <p: X ~ I such that A = <p-l(l) and <p(x) = 0 
if x E X - U. 

7 If A C X and BeY are cofibrations with A and B closed in X and Y, respectively, 
prove that A X B c X X B U A X Y and X X B U A X Y C X X Yare cofibrations. 

F LOCAL SYSTEMS! 

I A local system on a space X is a covariant functor from the fundamental groupoid of 
X to some category. For any category (' show that there is a category of local systems on 
X with values in e. (Two local systems on X are said to be equivalent if they are 
equivalent objects in this category.) 

2 Given a map f: X ~ Y, show that f induces a covariant functor from the category of 
local systems on Y with values in e to the category of local systems on X with values in e. 
3 If A is an object of a category e, let Aut A be the group of self-equivalences of A 
in e If <p: A :.:::: B is an equivalence in e, then show that ip: Aut A ~ Aut B defined by 
ip(a) = <p 0 a 0 <p-l is an isomorphism of groups. 

4 If r is a local system on X and Xo E X, show that r induces a homomorphism 

fxo: 7T(X,XO) ~ Aut [(xo) 

:; If X is path connected, prove that two local systems rand r' on X with values in e 
are equivalent if and only if there is an equivalence <p: [(xo) :.:::: r'(xo), such that <p 0 f Xu 

is conjugate to f~o in Aut r'(xo). 

6 If X is path connected, given an object A E e and a homomorphism a: 7T(X,Xo) ~ 
Aut A, prove that there is a local system r on X with values in e such that [(xo) = A 
and fxo = a. 

G THE FUNDAMENTAL GROUP 

I Prove that the fundamental group functor commutes with direct products. 

2 If wand w' are paths in X from Xo to Xl, prove that w ~ w' if and only if 
w * ",,'-1 ~ €XO. 

3 Let a space X be the union of two open simply connected subsets U and V such that 
U n V is nonempty and path connected. Prove that X is simply connected. 

4 Prove that Sn is simply connected for n ~ 2. 

:; If there exists a space with a nonabelian fundamental group, prove that the "figure 
eight" (that is, the union of two circles with a point in common) has a nonabelian funda­
mental group (cf. exercise 2.B.4). 

6 Let f: I ~ R2 be a continuously differentiable simple closed curve in the plane with 
a nowhere-vanishing tangent vector [that is, f(O) = f(I), /'(0) = /'(1), and /'(t) =1= 0 for 

1 See N. E. Steenrod, Homology with local coefficients, Annals of Mathematics, vol. 44, 
pp. 610-627, 1943. 
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0::;; t::;; 1]. Let w: 1-> Sl be the closed path defined by wit) = !,(t)/II!,(t)ll. Prove that 
[w] is a generator of '17(Sl).1 

7 In R2, let X be the space consisting of the union of the circles Cn, where Cn 
has center (l/n,O) and radius lin for all positive integers n. In R3 (with R2 imbedded as 
the plane X3 = 0), let Y be the set of points on the closed line segments joining (0,0,1) to 
X and let Y' be the reflection of Y through the origin of R3. Then Yand Y' are closed 
simply connected subsets of R3 such that Y n Y' is a single point. Prove that Y U Y' is 
not simply connected. 2 

H SOME APPLICATIONS OF THE FUNDAMENTAL GROUP 

I Prove that Sl is not a retract of £2. 

2 Prove that Sl and Sn for n ;;:, 2 are not of the same homotopy type. 

3 Prove that R2 and Rn for n > 2 are not homeomorphic. 

4 Let p(z) = zn + an-1 zn-1 + ... + a1Z + ao be a polynomial of degree n, having 
complex coefficients and leading coefficient 1, and let q(z) = zn. For r > 0 let 
Cr = {x E R 2 I II x II = r}. Prove that for r large enough, p I Cr and q I Cr are homotopic 
maps of Cr into R2 - O. 

5 Fundamental theorem of algebra. Prove that every complex polynomial has a root. 
(Hint: For any r > 0 the map q I Cr : Cr -> R2 - 0 is not null homotopic because it in­
duces a nontrivial homomorphism of fundamental groups.) 

1 See H. Hopf, Uber die Drehung der Tangenten und Sehnen ebener Kurven, Compositio 
Mathematica, vol. 2, pp. 50-62, 1935. For generalizations see H. Whitney, On regular closed 
curves in the plane, Compositio Mathematica, vol. 4, pp. 276-284, 1937, and S. Smale, Regular 
curves on Riemannian manifolds, Transactions of the American Mathematical Society, vol. 87, 
pp. 495-512, 1958. 

2 See H. B. Griffiths, The Fundamental group of two spaces with a common point, Quarterly 
Journal of Mathematics, vol. 5, pp. 175-19(), 1954. 



CHAPTER TWO 

COVERING SPACES 

AND FIBRATIONS 



THE THEORY OF COVERING SPACES IS IMPORTANT NOT ONLY IN TOPOLOGY, BUT 

also in differential geometry, complex analysis, and Lie groups. The theory is 
presented here because the fundamental group functor provides a faithful 
representation of covering-space problems in terms of algebraic ones. This 
justifies our special interest in the fundamental group functor. 

This chapter contains the theory of covering spaces, as well as an intro­
duction to the related concepts of fiber bundle and fibration. These concepts 
will be considered again later in other contexts. Here we adopt the view that 
certain fibrations, namely, those having the property of unique path lifting, 
are generalized covering spaces. Because of this, we shall consider these 
fibrations in some detail. 

Covering spaces are defined in Sec. 2.1, and fibrations are defined in 
Sec. 2.2, where it is proved that every covering space is a fibration. Section 2.3 
deals with relations between the fundamental groups of the total space and 
base space of a fibration with unique path lifting, and Sec. 2.4 contains a solu­
tion of the lifting problem for such fibrations in terms of the fundamental 
group functor. 
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The lifting theorem is applied in Sec. 2.5 to classify the covering spaces 
of a connected locally path-connected space by means of subgroups of its 
fundamental group. This entails the construction of a covering space starting 
with the base space and a subgroup of its fundamental group. In Sec. 2.6 a 
converse problem is considered. The base space is constructed, starting with 
a covering space and a suitable group of transformations on it. 

In Sec. 2.7 fiber bundles are introduced as natural generalizations of 
covering spaces. The main result of the section is that local fibrations are 
fibrations. This implies that a fiber bundle with paracompact base space is a 
fibration. Section 2.8 considers properties of general fibrations and the con­
cept of fiber homotopy equivalence. These will be important in our later 
study of homotopy theory. 

I COVERING PROJECTIONS 

A covering projection is a continuous map that is a uniform local homeomor­
phism. This and related concepts are introduced in this section, along with 
some examples and elementary properties. 

Let p: X ---.,) X be a continuous map. An open subset U C X is said to be 
evenly covered by p if p-1( U) is the disjoint union of open subsets of X each 
of which is mapped homeomorphically onto U by p. If U is evenly covered 
by p, it is clear that any open subset of U is also evenly covered by p. A con­
tinuous map p: X ---.,) X is called a covering projection if each point x E X has 
an open neighborhood evenly covered by p. X is called the covering space 
and X the base space of the covering projection. 

The following are examples of covering projections. 

I Any homeomorphism is a covering projection. 

2 If X is the product of X with a discrete space, the projection X ---.,) X 
is a covering projection. 

3 The map ex: R ---.,) 51, defined by ex(t) = e2'7Tit, (considered in Sec 1.8) is 
a covering projection. 

4 For any positive integer n the map p: 51 ---.,) 51, defined by p(z) = zn, is a 
covering projection. 

S For any integer n ?: 1 the map p: Sn ---.,) pn, which identifies antipodal 
points, is a covering projection. 

6 If G is a topological group, H is a discrete subgroup of G, and G/H is 
the space of left (or right) cosets, then the projection G ---.,) G/H is a covering 
projection. 

A continuous map f: Y ---.,) X is called a local homeomorphism if each 
point y E Y has an open neighborhood mapped homeomorphically by f onto 
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an open subset of X. If this is so, each point of Y has arbitrarily small neigh­
borhoods with this property, and we have the following lemmas. 

7 LEMMA A local homeomorphism is an open map. • 

8 LEMMA A covering projection is a local homeomorphism. 

PROOF Let p: X ~ X be a covering projection and let x E X. Let U be an 
open neighborhood of p( x) evenly covered by p. Then p-1( U) is the disjoint 
union of open sets, each mapped homeomorphically onto U by p. Let [] be 
that one of these open sets which contains X. Then [] is an open neighbor­
hood of x such that p I [] is a homeomorphism of [] onto the open subset U 

of X. • 

A local homeomorphism need not be a covering projection, as shown by 
the following example. 

9 EXAMPLE Let p: (0,3) ~ 51 be the restriction of the map ex: R ~ 51 of 
example 3 to the open interval (0,3). Because p is the restriction of a local 
homeomorphism to an open subset, it is a local homeomorphism. It is also a 
surjection, but it is not a covering projection because the complex number 
1 E 51 has no neighborhood evenly covered by p. 

The following is a consequence of lemmas 7 and 8 and the fact (immedi­
ate from the definition) that a covering projection is a surjection. 

10 COROLLARY A covering projection exhibits its base space as a quotient 
space of its covering space. • 

For locally connected spaces there is the following reduction of covering 
projections to the components of the base space. 

II THEOREM If X is locally connected, a continuous map p: X ~ X is a 
covering projection if and only if for each component C of X the map 

p I p-1C: p-1C ~ C 

is a covering projection. 

PROOF If P is a covering projection and C is a component of X, let x E C 
and let U be an open neighborhood of x evenly covered by p. Let V be the 
component of U containing x. Since X is locally connected, V is open in X, 
and hence open in C. Clearly, V is evenly covered by p I p-1G. Therefore 
p I p-1C is a covering projection. 

Conversely, assume that the map p I p-1C: p-1C ~ C is a covering pro­
jection for each component C of X. Let x E C and let U be an open neighbor­
hood of x in C evenly covered by p I p-1G. S~nce X is locally connected, Cis 
open in X. Therefore U is also open in X and is clearly evenly covered by p. 
Hence p is a covering projection. • 

In general, the representation of the inverse image of an evenly covered 
open set as a disjoint union of open sets, each mapped homeomorphically, is 



64 COVERING SPACES AND FIB RATIONS CHAP. 2 

not unique (consider the case of an evenly covered discrete set); however, for 
connected evenly covered open sets there is the following characterization of 
these open subsets. 

12 LEMMA Let U be an open connected subset of X which is evenly 
covered by a continuous map p: X ~ X. Then p maps each component of 
p-l( U) homeomorphically onto U. 

PROOF By assumption, p-l( U) is the disjoint union of open subsets, each 
mapped homeomorphically onto U by p. Since U is connected, each of these 
open subsets is also connected. Because they are open and disjoint, each is 
a component of p-l(U). • 

13 COROLLARY Consider a commutative triangle 

- P -
Xl ~ X2 

PJ\ /P2 
X 

where X is locally connected and Pl and P2 are covering protections. If p is a 
surjection, it is a covering protection. 

PROOF If U is a connected open subset of X which is evenly covered by Pl 
and P2, it follows easily from lemma 12 that each component of P2 -l( U) is 
evenly covered by p. • 

14 THEOREM If p: X ~ X is a covering protection onto a locally connected 
base space, then for any component C of X the map 

piC: C ~ p(C) 

is a covering protection onto some component of X. 

PROOF Let C be a component of X. We show that p( C) is a component of 
X. p( C) is connected; to show that it is an open and closed subset of X, let x 
be in the closure of p( C) and let U be an open connected neighborhood of x 
evenly covered by p. Because U meets p(C), p-1(U) meets C. Therefore some 
component [; of p-l( U) meets C. Since C is a component of X, [; c C. 
Then, by lemma 12, p( C) ::J p( 0) = U. Therefore the closure of p( C) is con­
tained in the interior of p( C), which implies that p( C) is open and closed. The 
same argument shows that if x E p( C) and U is an open connected neighbor­
hood of x in X evenly covered by p, then U C p( C) and (p I C)-l( U) is the 
disjoint union of those components of p-l( U) that meet C. It follows from 
lemma 12 that U is evenly covered by piC. Therefore piC: C ~ p( C) is a 
covering projection. • 

The following example shows that the converse of theorem 14 is false. 

15 EXAMPLE Let X = 51 X 51 X ... be a countable product of I-spheres 
and for n ?: 1 let Xn = Rn X 51 X 51 X .... Define pn: Xn ~ X by 


